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1.0. Introduction

The topic of this article is adverbial conjunctions in the Hebrew Bible. As used here, the term ‘adverbial conjunction’ refers to single- or multi-word expressions used to communicate an adverbial relationship between finite clauses (including so-called verbless clauses). Adverbial conjunctions are an especially

1 I would like to thank the Golda Meir Fellowship at the Hebrew University of Jerusalem for funding this research. I would also like to thank the editors, Prof. Eitan Grossman, and two anonymous reviewers for their helpful comments on an earlier version of this paper. In addition to the those listed in the References section below, the following abbreviations are used: Syr. = Syriac Peshitta; Tg. Ket. = Targum of the Writings; Tg. Neb. = Targum of the Prophets; Tg. Onq. = Targum Onqelos.

2 Cf. Hetterle (2015, 201). For a discussion of the characteristics of this word class, and one set of criteria for grouping them, see Kortmann (1997, 56–77, esp. 71–73). For a more recent discussion, see Thompson
interesting type of linguistic item, not least because they are often polysemous. That is, they are frequently used to communicate a variety of interclausal relationships. For example, אַחֲרֵי אֲשֶׁר may communicate anteriority ‘after $p, q’$, or causation ‘because $p, q’$. The adverbial conjunction אִם may communicate contingency ‘whenever $p, q’$, condition ‘if $p, q’$, concessive condition ‘even if $p, q’$, or concession ‘although $p, q’$. In Biblical Hebrew, the conjunctions כִי and אֲשֶׁר are especially notorious for their polysemy. This raises the question of whether there is an organising principle according to which their associated meanings are conceptually arranged and may be diachronically ordered. If so, what is the relationship between these different meanings and what is their relative order of emergence in diachronic development? This word class has been treated to some extent in several studies in the Semitic languages, e.g., et al. (2007, 237–43). However, the degree of clause embedding is characterised by a continuum (Schmidtke-Bode and Diessel 2019), so the delimitation of categories is always somewhat arbitrary. Also note that Kortmann restricts the definition of adverbial conjunctions to those that connect clauses with an inflected verb. However, this appears to be due to the fact that he deals with European languages, which generally lack verbless clauses. As Miller (1999, 3) observes, verbless clauses “…are commonly represented among the world’s languages, even though they are absent in most Indo-European languages…” and “…are an important syntactic feature of Biblical Hebrew.” For different terms that have been used to designate this word class in linguistic literature, see Kortmann (1997, 62) and references there.

3 Note that in these schematic representations of interclausal relations, ‘$q’ stands for the main (or ‘matrix’) clause and ‘$p’ stands for the adverbial clause.
Aartun (1974) on Ugaritic, Hackl (2007) on Late Babylonian, and Esseesey (2010) on Arabic. However, adverbial conjunctions in Biblical Hebrew have not received similar attention. By and large, descriptive grammars of Hebrew simply offer a taxonomy of various uses. Furthermore, in linguistics more broadly, quantitative typological data on this word class has only become available relatively recently (esp. Kortmann 1997; 1998; 2001) and mostly for Indo-European languages.

The purpose of this paper is to provide a first step toward addressing this lacuna by proposing paths of development connecting the various uses of polysemous adverbial conjunctions in Biblical Hebrew. This will proceed in the following manner. In §2.0, I provide an overview of semantic maps, focusing on Kortmann’s (1997) typological study of adverbial subordinators. In §3.0, I present representative examples of the usage profile of the polysemous adverbial conjunctions I have identified in Biblical Hebrew. In §4.0, I heuristically employ known diachronic semantic maps of adverbial conjunctions in order to generate hypotheses on their relationships to one another in diachronic development, whether as a source or goal of semantic extension. In §5.0, I test these hypotheses by examining potential bridging contexts in corpus data, as well as considering supporting cognate data. Finally, in §6.0, I offer concluding remarks.
2.0. The Semantic Map of Adverbial Conjunctions: An Overview and Methodology

The use of diachronic semantic maps and grammaticalisation theory is not new to Semitic studies. However, it has not been systematically applied to adverbial conjunctions in Hebrew. Thus, for the sake of those unfamiliar with such work, and in order to lay the foundation for the application of diachronic semantic maps to adverbial conjunctions in particular, the following is offered by way of overview. As defined by van der Auwera (2013, 154), “Semantic maps are essentially representations of the polyfunctionality of words or, more generally, constructions.” The organisation of different functions on the map represents synchronic polyfunctionality and diachronic development (even if only by implication). The basic idea of this can be seen in Figure 1, a schematic example of a classic semantic map.

Figure 1: Schematic synchronic and diachronic semantic map (van der Auwera 2013, 154)

---

4 See Hardy (2014, 49–53), for a survey of past studies of grammaticalisation in Semitic. Also see Christo H. J. van der Merwe in this volume.

5 While many variations of semantics maps have been proposed, this is sufficient to illustrate the basic idea for the purposes of this paper. For an overview of different types of semantic maps, see van der Auwera (2013).
Such maps can be constructed by observing polysemy patterns across languages.\(^6\) Two or more senses are connected in a semantic map if they are both part of the functional profile of a single linguistic item in at least one language. Conversely, distinct uses are only delineated if they are lexically distinguished in at least one language. For example, Hebrew עֵצִים does not lexically distinguish between ‘trees’ (e.g., Josh. 10.26; Judg. 9.8) and ‘wood’ (e.g., Exod. 17.9; Zech. 12.16).\(^7\) But English employs different lexemes for these concepts. While synchronic data can be sufficient to construct such maps, the connections and their directionality are strengthened if they are confirmed by historical data showing the clear emergence of one use from another.

Semantic maps constructed on the basis of a large number of languages (especially areally and genetically distinct languages) with historical corroboration posit implicational universals and grammaticalisation paths that characterise the typical developmental trajectories of the linguistic forms in question.\(^8\) For example, looking at the map in Figure 1, a form with Use 1 and Use 3 is predicted to have Use 2 as well. In other words, when heuristically employed, the map generates the

---

\(^6\) For a detailed discussion of how semantic maps can be constructed, see Georgakopoulos and Polis (2018).

\(^7\) It may be noted that Rabbinic Hebrew developed this distinction by using Aramaic אִילָּן for ‘tree’.

\(^8\) Grammaticalisation is defined as the process whereby lexical forms develop grammatical functions and whereby grammatical forms develop additional grammatical functions (Hopper and Traugott 2003, 1).
hypothesis that a given form’s usage profile will fill a contiguous portion of the semantic map. Additionally, if the synchronic usage of a given form A consists of Uses 2 and 3, this semantic map generates the hypothesis that the emergence of uses in the form’s developmental history would have proceeded from 2 to 3. Furthermore, it generates the hypothesis that these uses originally developed from Use 1 sometime in its earlier history. However, it must be emphasised that representations like Figure 1 are not meant to imply that a form communicates only one sense at a time. Rather, multiple uses may persist side-by-side for long periods of time in a phenomenon called ‘layering’ (Hopper and Traugott 2003, 124). This means that especially in a corpus with a complex textual history, like the Hebrew Bible, uses will typically appear alongside others without necessarily revealing any diachronic distribution, especially for those forms whose developmental histories precede the earliest extant texts.

This makes such diachronic semantic maps all the more valuable, since they can suggest the developmental trajectories of polysemy patterns, even from synchronic data. To visualise this, consider Figure 2.
Here, ‘A’ represents a source usage and ‘B’ some extension. Such extensions are facilitated by ‘A/B’ bridging contexts where uses ‘A’ and ‘B’ are conceptually and structurally similar, making it possible to reanalyse ‘A’ as ‘B’. Crucially, these bridging contexts often persist side-by-side in a forms synchronic profile, even if no unambiguous diachronic data is available. Therefore, diachronic semantic maps can generate hypotheses to determine which uses served as sources and goals of semantic development. Additionally, these hypotheses can be tested by examining potential bridging contexts connecting these uses. If a robust diachronic semantic map predicts a certain A > B development, and the synchronic data of the form being analysed shows many ‘A/B’ contexts which could facilitate such an extension, this strengthens the plausibility of such a reconstruction of the form’s diachronic development. Such reconstructions can be further strengthened when there is corroborating data from cognate forms.

Among the advantages of semantic maps is the fact that they are falsifiable, since they can be tested against and modified in light of new data (Georgakopoulos and Polis 2018). The semantic map model is also neutral vis-à-vis monosemy versus polysemy (Haseplmath 2003). This is especially significant in the
discussion of forms functioning as adverbial conjunctions in Biblical Hebrew, since there is often debate as to whether various functions constitute genuine polysemy or merely different uses of a form which in reality has a more general core meaning. This question can be deferred to allow for the analysis of synchronic usage, diachronic development, and crosslinguistic comparison. Thus, semantic maps facilitate crosslinguistic comparison, because they allow the researcher to compare any set of uses or repertoire of linguistic forms, and are theory neutral regarding monosemy versus polysemy.

The specific semantic maps used here are based mainly on Kortmann’s (1997) foundational study of adverbial conjunctions.9 This study drew data from 53 languages representing half a dozen language families (Indo-European, Uralic, Altaic, Caucasian, Semitic, and one isolate). The linguistic items analysed included 2,043 different adverbial conjunctions. There was also a significant historical component to this study, as the time-depth of languages analysed was up to 2,500 years. This means that the semantic map of adverbial relations is not only based on synchronic patterns of polysemy, but also

---

9 Two other large crosslinguistic studies of adverbial conjunctions followed Kortmann (1997). One is Martowicz (2011), a world-wide sample of anteriority, cause, condition, and purpose relations from 84 languages that takes a close look at the sources of such forms from other word classes. The next is Hetterle (2015), which looks at 756 adverbial conjunctions across 45 languages. Both expanded the language sample beyond Kortmann’s and also approached the topic with different research questions, but, in the main, are compatible with the analysis presented here.
supported by observable change in historical corpora where the emergence of uses can be directly seen. From this data, Kortmann presented a compelling case that interclausal relations can be placed into four sets of semantic spaces: locative, temporal, modal, and what has been termed CCC (i.e., cause, condition, and concession) relations.¹⁰ Examples of Biblical Hebrew conjunctions expressing these relations are given in the following section. The reason for identifying these as the basic semantic groupings of interclusal relationships is based on converging evidence, such as frequency of use (i.e., the most commonly used words belong to the most fundamental semantic domains) and degree of lexicalisation (i.e., the domains with the largest lexical inventory are the most central). Additionally, the strongest semantic affinities of a given adverbial conjunction are consistently found within one of these semantic domains.¹¹ These diagnostics support the delineation and cognitive basicness of these semantic domains across languages.

While relatively distinguishable, certain interclausal relationships within these semantic spaces are likely to develop into uses that extend into different semantic spaces. Thus, these groupings of interclausal relations have conceptually similar uses at their boundaries. Inferential pressures in communication drive

¹⁰ Definitions of the subsenses within these semantic spaces are given along with Figure 5.

¹¹ To give a representative example of this from English, the usage profiles of as, when, and where traverse the internally complex networks of the modal, temporal, and locative semantic spaces, respectively. See further Kortmann (1997, 181–82, 193, 195–96).
semantic extensions from one semantic space into another in a constrained and cognitively motivated way (Hopper and Traugott 2003, 39–98). This is convincingly demonstrated by the observation that adverbial conjunctions in certain source domains persistently develop senses in expected target domains with a remarkable degree of statistical consistency.¹² A coarse-grained representation of the semantic extensions between the four main semantic spaces of adverbial relations is presented in Figure 3 below, based on Kortmann (1997, 178).¹³

Figure 3: Diachronic semantic map of adverbial conjunctions

The situation represented in Figure 3 is that locative and modal relations are sources for semantic extensions into temporal


¹³ Each of the four major networks of interclausal relations is simplified and presented as a unit (i.e., locative, temporal, modal, CCC) in order to highlight the relationships between them. However, each has its own internally complex network of relations within that semantic space (especially the time and CCC semantic spaces). This internal complexity is seen in §4.0 below.
and CCC relations. The temporal semantic space is the most common source of extensions into the CCC domain, as indicated by the bold arrow. There is a general push for all other uses to develop toward CCC relations. The arrows represent the fact that these paths of semantic extension are unidirectional (Kortmann 2001, 846–47; cf. Hopper and Traugott 2003, 99–139).14

This unidirectionality of change results from the direction of informativeness. That is, speakers invite and hearers infer the most informative interpretation of an utterance, based on the communicative maxim that communication should be as informative as possible (Traugott and König 1991, 190). Therefore, more concrete interclausal relations are pushed toward richer logical inferences as more informative interpretations. For example, it is perceived as more relevant and informative to interpret the temporal relation ‘q happened when/after p happened’ as a causal relation ‘q happened because p happened’. Through frequency of use and entrenchment, these enriched interpretations may become conventionalised, at times even displacing earlier meanings (Divjak and Caldwell-Harris 2015).15

14 As elaborated in Kortmann (1997, 178): “It is crucial to stress that for none of these links does the reverse hold, i.e., neither are CCC subordinators found to develop temporal, locative or modal readings, nor do temporal subordinators come to serve as locative or modal markers.”

15 For example, the cognates English while and German weil both developed from a noun meaning ‘time’ into temporal conjunctions. However, whereas English while added contrastive and concessive meanings alongside its earlier temporal meaning, German weil is used as a causal conjunction (Hopper and Traugott 2003, 90–2).
Finally, it should be noted that the use of semantic maps can also be applied to multifunctionality across word classes (termed ‘heterosemy’). Such a perspective can help illuminate the common sources of adverbial conjunctions. This can be quite complex, since, as noted by Meillet (1915, 21), “Les origines des conjonctions sont d’une diversité infinie, on le sait. Il n’y a pas d’espèce de mot qui ne puisse livrer des conjonctions.” While an exploration of these typical sources is beyond the scope of this paper, Kortmann does observe several category continua that intersect at the adverbial subordinator word class. This is represented in Figure 4, adapted from Kortmann (1997, 59).

Figure 4: Category continua

As Kortmann (1997, 64) explains, “recategorization or the acquisition of additional category membership happens both within and between the various continua.” Unsurprisingly, this is also the case in Biblical Hebrew. As pointed out in BHRG² (§40.1.1), word classes such as adverb and conjunction often blend together. This is helpful to keep in mind when considering words like relative אשר and complementiser כי, or prepositional אחר and עלי. Such heterosemy is crosslinguistically pervasive (Kortmann 1997, 108–12; cf. Sasse 2001, 495–96). It is therefore
not surprising that many of the words discussed below intersect at several points along these continua.

The structure of this article follows a methodological order derived from the above discussion that can be replicated in other studies of this word class or any linguistic form. Hebraists often find themselves analysing linguistic phenomena the historical development of which is not directly observable over a long and voluminous textual history. When typologically robust diachronic semantic maps are available for such phenomena, these can help bridge the gap in data by employing the following methodology. First, the usage profile for the linguistic phenomenon in question can be outlined from available data. Next, this usage profile can be mapped onto diachronic semantic maps based on known polysemy patterns and historical developments. This mapping will then generate plausible hypotheses about the diachronic relationship between uses. The more robust the typological patterns are, the stronger the generated hypotheses will be. For example, \textsc{time} > \textsc{cause} is universally unidirectional so that if a form has both temporal and causal uses, it is virtually certain that the causal use developed from the temporal and not vice-versa, even if no diachronic data is available for the relevant form. However, while extremely robust diachronic paths can be reasonably posited from a synchronic usage profile alone, such hypotheses (especially those based on less-well-attested developmental paths) can be further corroborated by examining bridging (A/B) contexts in synchronic usage that are ‘left over’ from past development. When cognate
evidence is available, this can also be leveraged to test the hypotheses generated via diachronic semantic maps.

In the end, one is left with a variety of plausible hypotheses about the order of development for uses of a polyfunctional form. The relative strength of these hypotheses will be proportional to the typological robustness of the diachronic path(s) heuristically employed, the clarity and pervasiveness of the bridging contexts available for the form(s) being studied, and the clarity and pervasiveness of corroborating observations in cognate data.

3.0. Polysemous Adverbial Conjunctions in Biblical Hebrew: A Usage Profile

The following presents a usage profile for polysemous adverbial conjunctions in the Hebrew Bible. This includes all the adverbial conjunctions which I have found to have a relatively clear polysemous profile in the Hebrew Bible.\(^{16}\) That is, they are found to communicate more than one adverbial relationship between

\(^{16}\) When I use the term ‘polysemous’, it refers to these forms’ ability to mark semantically distinct interclausal relations within the class of adverbial conjunctions. Alternatively, the terms ‘polyfunctional’ and ‘multifunctional’ may refer to the situation just described, as well as cases where a single form has multiple uses across word classes. In this regard, diachronic semantic maps would also be useful in analysing the development of polyfunctionality. However, the present discussion focuses on the different senses of these words within their function as adverbial conjunctions. Functions in other word classes (e.g., relative אֲשֶׁר, complementiser כִי) are not discussed.
two or more finite clauses.\textsuperscript{17} There are many more adverbial conjunctions in Biblical Hebrew which are found to communicate only a single interclausal relationship. However, since the purpose of this article is to discuss the paths of semantic extension among adverbial conjunctions, polysemous forms are better suited for this goal. I present them in the following order: אַחֲרֵי אֲשֶׁר, (2) אִם, (3) אֲשֶׁר, (4) בַאֲשֶׁר, (5) כַאֲשֶׁר, (6) כְּש, (7) כִי, and (8) אֲשֶׁר עַל.\textsuperscript{18} While several of these include אֲשֶׁר/-ש, the combination with particular prepositions has resulted in different polysemy patterns, suggesting divergent developmental paths.\textsuperscript{19}

While some comments are offered about the most typical use of a particular form, the examples for each of the uses cited below are meant to be representative and illustrative, rather than

\textsuperscript{17} Due to the crosslinguistic cognitive motivation of the semantic extensions discussed in the previous section, it is hypothesised that the same sorts of grammaticalisation paths would be observed when considering forms connecting non-finite clauses. However, a separate study looking into this would be needed.

\textsuperscript{18} The uses listed here are not novel proposals and can be found in standard grammars and lexica, as well as in various other works touching on these forms, though they are sometimes referred to with different terminology (e.g., IBHS, JM, BHRG, BDB, DCH, HALOT). However, examples are given here for illustration, which is especially helpful in the case of the crosslinguistically based categorisation of senses adopted here.

\textsuperscript{19} Hendel and Joosten (2018, 29–30) suggest that the development of the various combinations with אֲשֶׁר and -ש occurred on analogy with Aramaic compounds with רב.
exhaustive. Therefore, the uses identified below are not precisely ranked in terms of the typical usage for each form. The focus, rather, will be on considering the conceptual and diachronic relationship between uses, regardless of their relative frequency at a given time. Thus, marginal uses are included, since these result from semantic extension, which is the very focus of the analysis. The usage profiles that emerge for each adverbial conjunction in turn provide the data for constructing the order of their development.

Again, it is important to reiterate that, while certain uses may be debated in terms of whether they are genuinely semantically or merely contextual uses, the more basic question here is how these uses are organised conceptually and the diachronic implications this arrangement has for their emergence relative to each other. Nevertheless, I have attempted to include only uses for which examples fulfill the criterion of semantic uniqueness (Kortmann 1997, 91–92). These are cases in which the particular interclausal relationship identified is not merely inferred from another simultaneously communicated sense. For example, מֵאָז in Jer. 44.18 has both the temporal sense ‘since’ (i.e., from the time that) and simultaneously the causal inference ‘because’. However, since I find no example of מֵאָז with only a causal reading, i.e., without a simultaneous temporal reading

---

20 While statistical figures for each use would certainly be helpful in determining the relative centrality of senses within synchronic usage, frequency of use is less useful for diachronic organisation, which is the goal of this study. For example, earlier uses of a form often decrease in frequency and may be lost altogether in the course of language change.
serving as its inferential springboard, I exclude it here. By contrast, considering כִּי, there are clearly cases where the most natural reading is causal, e.g., (24), conditional, e.g., (26), and several other uses independent of a simultaneous reading serving as an inferential springboard. This does remove the possibility of liminal cases which fall between senses. Indeed, this is expected in light of the conceptual relationship between uses and diachronic emergence of one from another (often reflected in the different renderings seen in ancient and modern translations). However, in order to focus on the most robust semantic extensions, I have tried to include only uses which in at least some cases fulfill the requirement of semantic uniqueness with relative clarity. Bridging contexts, where a use falls ‘between’ senses, are discussed in §5.0.

3.1. אַחֲרֵי אֲשֶׁר

Cases of אַחֲרֵי אֲשֶׁר as an adverbial conjunction include uses in the temporal and CCC semantic spaces, though the temporal use is the more common. In (1) it is used to communicate anteriority

21 Preference for different syntactic structures is another means of distinguishing between semantic polysemy vis-à-vis pragmatic polysemy. See, for instance, example (39) below, which notes the preference for temporal כִּי clauses to precede the main clause, but for causal כִּי clauses to follow the main clause. In addition to the criterion of semantic uniqueness, such divergent syntactic profiles strengthen the case that the proper analysis is one of semantic polysemy rather than merely pragmatic polysemy.
‘after $p, q$’. In (2) it is used to communicate causation ‘because $p, q$’.\footnote{For other examples of this expressing \textit{anteriority}, see Deut. 24.4, Josh. 7.8; 23.1–2; 24.20. For uses expressing \textit{cause}, see Judg. 11.36; 19.23. Josh. 2.7 has the unusual combination of \textit{אַחֲרֵי} \textit{כַּאֲשֶׁר} heading a temporal clause.}

(1) יהוה מכחה שלושה ימים \textit{אַחֲרֵי} \textit{כַּאֲשֶׁר} \textit{כָּרְּת} לָהֶם בְּרִית וַיָּשֶׁם פִּירְכֵּרוּם יְהוָה נְבֵكورב יָם יָשָׁב:

‘And it was at the end of three days, \textit{after} they cut a covenant with them, they heard that they were close to them and they dwelt in their midst.’ (Josh. 9.16; LXX μετὰ τὸ + infinitive; Tg. Neb. \textit{בכר} \textsuperscript{23})

(2) והאמר מפיבשות אִלְיָהָלְךָ אֶל הַכֹּל יִקָּחֵא אַחֲרֵי אֲשֶׁר־בָּא אֲדֹנִי הַמֶּלֶךְ בְּשָלֶום אֶל־בֵית ו׃

‘Then Mephiboshet said to the king, “Let him also take everything, \textit{since} my lord has come in peace to his house.”’ (2 Sam. 19.31; Tg. Neb. \textit{בכר} \textsuperscript{23})

(3) \textit{אַחֲרֵי} נַפְרָךְ גֵּיאָלָה חַיָּה זָלָה

\footnote{All Hebrew citations are from the BHS. I sometimes list the renderings in ancient versions, especially when they are examples discussed. However, this is not to say that a particular reading is determined by counting versional support or that the versions always transparently reflect the linguistic structure of an underlying Hebrew vorlage. Rather, the Hebrew examples presented should stand on their own merits and the occasional citation of versional data simply illustrates an ancient interpretive tradition along the same lines. When versional witnesses are not cited, this is often because their renderings are compatible with multiple readings and therefore non-adjudicating. In other cases, they change the structure of the text substantially, making any close syntactic or semantic equivalence impossible to discern.}
‘After he has been sold, he will have redemption.’ (Lev. 25.48; Tg. Onq. בָּתַר)

The use of אַחֲרֵי as a locative/temporal preposition appears to have been licensed to head finite clauses by the addition of אֲשֶׁר, as seen in the above examples. This fits the more general observation that the construction preposition + relative is a bridging context allowing for the extension from preposition to adverbial conjunction. This is also seen in the other adverbial conjunctions discussed below.

Through repeated use of such a construction, the preposition took on the function of an adverbial conjunction heading finite clauses by itself, in some cases without the help of the relative. This is seen in example (3), where it heads a finite clause.

---

24 Cf. 1 Sam. 5.9.
25 Cf. BDB (473), Lipiński (1997, 475, 527); Esseesy (2010, 270–71); Hardy (2014, 111–12). This strategy is also productive in Modern Hebrew (Glinert 1989, 351). For a crosslinguistic perspective on this as a unidirectional development, see Genetti (1991).
26 There are also some cases where the clause headed by אַחֲרֵי has a verb that is morphologically ambiguous between finite or infinitive. These are Gen. 41.39; 46.30; Lev. 13.55, 56. In these cases, אַחֲרֵי marks a causal relation. The ability to head a finite clause without the relative is also found with the form אֲשֶׁר (e.g., Gen. 18.5; Lev. 14.43; Jer. 41.16; Job 19.26; 42.7). It is used once with אֲשֶׁר. These are exclusively temporal. This is unexpected vis-à-vis the multiple senses marked by אַחֲרֵי אֲשֶׁר in light of the Zipfian inverse relation hypothesis, which states that there is an inverse relation between morphological complexity and polyfunctionality (Zipf 1949, 121; Kortmann 1997, 123).
temporal clause expressing an anterior relationship between the clauses.

3.2. אִם

The usage of אִם also spans the temporal and CCC semantic spaces of interclausal relations, as seen in the following examples, though its most common use is as a conditional conjunction. In (4) it is used to communicate an interclausal relation of indefinite time (contingency) ‘whenever \( p, q \)’. In (5) it is used to communicate the condition ‘if \( p, q \)’. This use is by far the most common, especially in casuistic texts found in the Pentateuch. In (6) it is used to communicate concessive condition ‘even if \( p, q \)’. In (7) it is used to communicate concession ‘although \( p, q \)’.

(4) וְָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָָּ}
‘And he said to him, “If your presence is not going, do not bring us up from this place.”’ (Exod. 33.15)

Then Balaam answered and said to the servants of Balak, “Even if Balak gives me his house full of silver and gold, I would not be able to transgress the word of the L ORD my God to do small or great.” (Num. 22.18)

“Come and let us reason together” says the L ORD. Although your sins are as scarlet, they will become white as snow. Although they are red as crimson, they will be as wool.”’ (Isa. 1.18)

3.3. אֲשֶׁר

The particle אֲשֶׁר has been treated most extensively by Holmstedt (2016). He argues that in most cases אֲשֶׁר can be analysed as a relative or complementiser, even if “less natural” in some cases (Holmstedt 2016, 232–35). The appeal of positing a singular function for the sake of parsimony can certainly be appreciated. However, as mentioned at the end of §2.0 above, it is the norm for relativisers to fall along several category continua intersecting at the word class of adverbial conjunctions. Indeed, in light of this pervasive tendency, it is arguably more parsimonious (at least as a starting point) to expect uses of אֲשֶׁר beyond its function.
as a relativiser and complementiser,\textsuperscript{28} even though the relativiser function is by far the most common. Furthermore, as pointed out in §2.0, semantic maps do not require a commitment to polysemy versus monosemy. Therefore, even if these non-relative, non-complementiser readings are considered mere implicatures, they can still be organised via a semantic map. Thus, putative uses of \textit{אֲשֶׁר} as an adverbial conjunction are included here. Uses span the modal, temporal, and CCC semantic spaces. These include modal ‘q, as \textit{p’} (8), temporal ‘when \textit{p, q’} (9), causal ‘because \textit{p, q’} (10), purpose ‘\textit{q, in order that p’} (11), result ‘\textit{q, so that p’} (12), and conditional ‘if \textit{p, q’} (13) uses.\textsuperscript{29}

\textit{אֲשֶׁר} לא יָסֹפֵר צְבֶא הַשָּמִים ולא יָמִד חֶַ֜ול הַיִּ֑ם כֵֶ֣֗ן אַרְּבִֶ֗ה אֶת־זֶ֨רַע דָּוִֶ֣֔ד עַבְּדִִ֔י וְּאֶット־הַלְּוִיֵ֥ם מְשָּרְּתֵ֥י אֹתִ י׃

\textsuperscript{28} Cf. Hendry (2012, 48–132), where she discusses the various sources and developments of relativisers in crosslinguistic perspective.

\textsuperscript{29} Other putative examples include the following. \textbf{Modal}: Exod. 10.6; 14.13 (LXX δν τρόπον; Tg. Onq. -י נכמה); 34.18 (LXX καθάπερ); Deut. 15.14 (LXX καθά); Isa. 7.17; Jer. 48.8 (LXX 31.8 καθάς); Mic. 7.20 (LXX καθάτοι); Ps. 106.34. See further fn. 29. \textbf{Temporal}: Gen. 6.4; 40.13; Num. 33.1; Deut. 1.46; 1 Sam. 20.31; 2 Sam. 19.25; 1 Kgs 8.9; 11.42; Jer. 29.19; 2 Chron. 35.20. \textbf{Causal}: Gen. 30.18; 31.49; 34.13, 27; 42.21; Num. 20.13; Deut. 3.24; Josh. 4.7, 23; Judg. 9.17; 1 Sam. 2.23; 15.15; 20.42; 26.23; 2 Sam. 2.5; 14.22; 1 Kgs 8.33; 15.5; 2 Kgs 12.3; 17.4; 23.26; Isa. 19.24–25; Jer. 16.13; Hos. 14.4; Hab. 3.16; Zech. 1.15; Job 34.27; Eccl. 4.9; 6.12; 8.11, 12; Dan. 1.10; 2 Chron. 6.24. Some ancient and modern versions skilfully render \textit{אֲשֶׁר} causally via the causal use of a relative construction in the target language. See, for example, Gen. 30.18 (LXX ἀνθ’ οὗ); 34.27 (LXX ἐν ἥ = δτι in v. 13); 42.21 (ESV ‘in that’; LXX δτι). This highlights the crosslinguistic use of relatives with a causal meaning. \textbf{Purpose}: Gen 11.7; 24.3; Exod. 20.26; Deut. 4.10, 40; 6.3 (2×);
‘As the host of the heavens cannot be numbered and the sand of the sea cannot be measured, in this way I will multiply the seed of David my servant and the Levites who minister to me.’ (Jer. 33.22; Tg. Neb. -ד עды)\(^{30}\)

---

32.46; Josh. 3.7; 1 Kgs 22.16; Jer. 42.14; Ruth 3.11; Eccl. 7.21; Neh. 2.7, 8; 8.14; 2 Chron. 1.11. **Result:** Gen. 13.16; Deut. 28.27, 35; 1 Kgs 3.8, 12, 13; 2 Kgs 9.37; Isa. 65.16; Jer. 19.11; Mal. 3.19; Ps. 95.11; Est. 9.1. **Condition:** Exod. 21.13; Lev. 4.22; 25.33; Num. 5.29; 9.21; Deut. 18.22; Josh. 4.21; 1 Sam. 16.7; 1 Kgs 8.31, 33; Isa. 31.4.

These examples together with alternative analyses as relative clauses are helpfully collected and discussed in Holmstedt (2016, 232–35), along with nonbiblical texts as well. Holmstedt (2016, 233) also helpfully compiles all the cases cited for each of these uses in GKC, IBHS, BHGR\(^1\), and JM. Here, Holmstedt makes the important observation that all the non-relative and non-complement cases cited in GKC, IBHS, BHGR\(^1\), JM, BDB, DCH, and HALOT add up to only 97 cases. This means that even if these identifications are correct, they are not typical.

\(^{30}\) The modal semantic space has several subsenses, including different nuances of comparison, such as comparing various measures of extent (e.g., temporal duration or quantity) and comparison of manner. In the usage of אֲשֶׁר, I have identified comment/accord and similative subsenses. Comment/accord can be represented schematically as ‘q, as p’, where clause q accords with some statement in p. As described by Kortmann (1997, 87–8), “p expresses the speaker’s comment on the content of the matrix clause, typically with the aim of affirming the truth (and thus reliability) of q.” See possibly, for example, Gen. 42.14. While Kortmann’s description focuses on this relation in the realm of epistemic modality (e.g., “As you said, this analysis is probably correct”), אֲשֶׁר typically marks this relationship within the realm of deontic modality, as in Jer. 48.8 (LXX 31.8 καθως); Mic. 7.20 (LXX καθοτι); Ps. 106.34. A similative interclausal relationship can be schematically represented as ‘q, (in the same way) as p’. For examples of this with אֲשֶׁר, see Exod.
Then Micaiah said, “Behold, you will see in that day when you go into an inner room to hide.” (1 Kgs 22.25; LXX ὅταν)

Interpretation as a temporal conjunction seems to be especially facilitated in contexts where it would otherwise function as a relative in relation to זᵣ ‘day’ or other temporal nouns, even if only by implicature. IBHS (334) notes that this function is facilitated in contexts without a resumptive pronoun, as in this example (cf. JM, 562).³¹

³¹ Note that for adverbial conjunctions which span multiple subsenses within the temporal semantic domain, I provide only one example for the sake of space. In example (9), the temporal subsense communicated is simultaneity overlap (SIOVER) which may be represented as ‘when p, q’, where the conjunction signals that clause p overlaps with clause q in time (also Gen. 40.13; Num. 33.1; Deut. 1.46; 2 Sam. 19.25; 1 Kgs 8.9; 11.42; Jer. 29.19). אֲשֶׁר is also used to mark simultaneous duration (SIDUR) between clauses, defined as ‘while p, q’, where the conjunction signals that clause p opens up a time interval for the whole or part(s) of which clause q is true (e.g., Josh. 14.10; 1 Sam. 20.31). For a discussion of the subsenses of temporal interclausal relations, see Locatell (2020). For a crosslinguistic perspective and evidence for the categorial reality of these subsenses, see Kortmann (1997, 84–5, 181–93).
‘Today we known that the LORD is in our midst, **in that** you have not committed this unfaithfulness against the LORD.’ (Josh. 22.31; LXX διότι)

(11) הנָּבְּלָ֥ה שֶָּ֖ם שפָּתִָּ֑ם אֲשֶׁ֥ר לֶֹׁ֣א יִשְּמְּעִ֔ו אִֶ֖יש שְפַ֥ת רֵעְֵּו׃

‘Come, let us go down and confuse their language, **that** they will not understand one another’s language.’ (Gen. 11.7; LXX ἵνα)

(12) רְּאִֵ֗ה אָּנֹכִֶ֛י נֹתֵ֥ן לִפְּנֵיכֶֶׁ֖ם הַיִ֑ום בְּרָּכֶָּ֖ה וְּכָלָּלָּ ה׃

‘And the corpse of Jezebel will be as dung on the face of the field in the portion of Jezreel **so that** they will not say “This is Jezebel.”’ (2 Kgs 9.37; LXX ὡστε)

(13) רָאָה אֶנְּכֵּ֣י נִשְׁמַ֔ת חַיֶּ֥ם בְּרֵיִ֖ים אֲשֶׁ֥ר לֹ א־יֹאמְּרֶ֖ו זֹ֥את אִזֶּבֶל׃

‘See, I am setting before you today blessing and curse. The blessing, **if** you listen to the commandments of the LORD your God which I am commanding you today. And the curse, **if** you do not listen to the commandments of the LORD your God...’ (Deut. 11.26–28)\(^\text{32}\)

\(^{32}\) Notable here is the use of conditional אִם parallel to אֲשֶׁר. It is also worth noting that Tg. Onq. renders אֲשֶׁר here with אִם (not הֵן), despite the fact that Tg. Onq. and Tg. Neb. usually render these putative non-relative clauses with -ר. The LXX renders this with ἐὰν, which is also commonly used to head conditional clauses.
3.4. באהר

The usage of באהר spans the locative and CCC semantic spaces of interclausal relations, the most common being the locative use. These uses include place ‘where(ever) p, q’ (14) and cause ‘because p, q’ (15).33

(14) וַתֹֹ֤אמֶר רות אַל־תִפְּגְּעִי־בִִ֔י לְּעָּזְּבֵֶ֖ךְ לָּשֶׁ֣וב מֵאַחֲרִָּ֑יִךְ כִַ֠י אֶׁל־אֲשֶֹׁ֨ר תֵלְֹ֨ינִי אָלִִ֔ין עַמֵֶׁ֣ךְ עַמִִ֔י וֵאלהֶַ֖יִךְ אֱלהָּ י׃

‘Then Ruth said, “Do not implore me to abandon you, to return from following after you. For wherever you go I will go and wherever you lodge I will lodge. Your people are my people and your God is my God.”’ (Ruth 1.16; LXX ὅπου ἐὰν)

(15) אֵינֶֹׁ֨נוּ גָּדִ֜ו לָבֹ֞א הַזֶׁ֣ה מִמֶׁנִי וְלֹ א־חָֹ֣שַךְ מִמֶֹׁ֨נִי מְּאִ֔ומָּה כִ֥י אִם־אותֶָ֖ךְ בַאֲשֶֶׁׁ֣ר אַתְּ־ אִשְּתִ֑ו’

‘There is no one in this house greater than me and he has not withheld anything from me except you, because you are his wife.’(Gen. 39.9; LXX διὰ τὸ + infinitive; Tg. Onq. בְּדִיל רָ-ד)

3.5. כאשר

The usage of כאשר spans the modal, temporal, and CCC semantic spaces, with modal and temporal uses predominating. These

33 For additional examples, see the following. **Locative**: Gen. 21.17 (with a nominal clause); Judg. 5.27; 17.8, 9; 1 Sam. 23.13; 2 Kgs 8.1; Ruth 1.17; Job 39.30. **Causal**: with nominal clauses, Gen. 39.23; Eccl. 8.4; with nominal and finite clause in parallel, Eccl. 7.2. We may also note this use in 4Q504 f4.5 = 4Q506 f131–32.11. The unusual, but ostensibly related, בְּשַגַם in Gen. 6.3 may also be mentioned.
include modal ‘q, as p’ \((16)-(17)\), temporal ‘when p, q’ \((18)\), causal ‘because p, q’ \((19)\), and conditional ‘if p, q’ \((20)\) uses.\(^{34}\)

\[
\text{And he did evil in the sight of the LORD as his father Manasseh did.’ (2 Chron. 33.22)}
\]

‘And he commanded the one who was over his house, “Fill the men’s sacks with food, as much as they are able to carry.”’ (Gen. 44.1; LXX ἄσσα ἐλαύν; Tg. Onq. כְּמָא דְכַאֲשֶׁר יוכְּלֶ֖ון)

\(^{34}\) For additional examples, see the following. **Modal:** again, the interclausal relationship of ‘comparison’ in the modal semantic space can be broken up into various overlapping subsenses, including COMACC ‘q, as p’, Gen. 7.9, 16; 12.14; 40.22; 41.13; Exod. 12.28; Deut. 2.14; 11.25; 12.20; 26.19; Judg. 6.36, 37; 1 Sam 24.13; 1 Kgs 9.5; Jer. 26.11; Joel 2.32; Ps. 48.9; Comparison (COMPAR) ‘q, as (if) p’, where the comparison is usually, though not necessarily, hypothetical (Kortmann 1997, 88), 2 Sam. 16.23; Zech. 10.6; Job. 10.19; SIMIL ‘q, (in the same way) as p’, Gen. 8.21; 34.22; Exod. 2.14; 33.11; Lev. 4.21; 24.19, 20; Num. 11.12; Deut. 1.44; Judg. 1.7; 1 Sam. 15.33; 1 Kgs 9.2; 2 Kgs 21.13; Eccl. 5.14; Isa. 9.2; 20.3–4; Equative (EQUAT) ‘q, (to the same extent) as p’, Gen 44.1; Josh. 14.11; 1 Sam. 2.16; Ezek. 46.7; Zech. 8.13. See references in fn. 30 for more on these categories. **Temporal:** Gen. 18.33; 32.3; 40.14; 43.2; Exod. 17.11; Deut. 2.16; Josh. 2.7; Jos. 4.1, 11; 5.8; Judg. 3.18; 6.22; 1 Sam 1.24; 6.6; 8.1, 6; 12.8; 24.1; 2 Sam. 12.21; Ps. 56.7; Neh. 5.6; 6.3; 7.1; Eccl. 4.17. **Causal:** Judg. 6.27; 2 Kgs 17.26; Mic. 3.4. 1 Sam. 28.18 seems at least to have a strong causal implication. See (37) below. **Conditional:** Exod. 10.10; Est. 4.16 (LXX ἐλαύν).\(^{35}\)

\(^{35}\) Notable in this example (and other cases of כַאֲשֶׁר marking an equative interclausal relationship listed above) is that it employs only a standard
And Jacob said \textit{when} he saw them, “This is the camp of God.” And he called the name of the place Mahanaim.’ (Gen. 32.3)

And you will see it and you will be gathered to your people, also you, as your brother Aaron was gathered, \textit{because} you rebelled against my word in the wilderness of Zin…” (Num. 27.13–14; LXX διότι)

And may God Almighty give you mercy before the man so that he will send to you your other brother, Benjamin. As for me, if I am bereaved, I am bereaved.’ (Gen. 43.14)

3.6. -כש

The profile of -כש includes modal ‘q, as p’ (21) and temporal ‘when p, q’ (22) uses. I have found only six cases of this form in marker. Equative constructions often employ a standard and a parameter marker, e.g., ‘You drive as well as I speak Chinese’, where ‘as well’ is the parameter and ‘as I speak Chinese’ is the standard. Haspelmath and Buchholz (1998, 295–97) note several languages that express such equative constructions with only a standard marker. This is typical of head-final, non-finite Eastern European languages. An exception is head-initial Balkan languages, which employ only a standard marker derived from a manner relative pronoun. This is similar to the situation with Hebrew -כש.
Classical Hebrew, making analysis relatively difficult and provisional.36

(21) כַּאֲשֶֹּׁ֤ר יָּצָּא מִבֶֶׁׁ֣טֶׁן אִמִ֔ו עָּרֶ֛ום יָּש֥וב לָלֶֶׁ֖כֶׁת כְּשֶׁבִָ֑א

‘As he came from his mother’s womb, naked he will return as he came.’ (Eccl. 5.14; LXX ὡς)

(22) וְגוֹם־בַּדֶֶּׁ֛ר כְּשֶׁהָסֲכָל הֹלֵָּ֖כְּר חָסֵֹּ֑ר

‘And even in the road when a fool is walking, his sense is lacking.’ (Eccl. 10.3; LXX δταυ)

3.7. כִּי

The most polysemous adverbial conjunction in the Hebrew Bible is כִּי. Its profile includes uses spanning many subsenses of the temporal and CCC semantic spaces, with the causal sense being by far its most common use as an adverbial conjunction. These uses include temporal ‘when p, q’ (23), causal ‘because p, q’ (24), contingent (i.e., indefinite time) ‘whenever p, q’ (25), conditional ‘if p, q’ (26), concessive conditional ‘even if p, q’ (27), concessive ‘although p, q’ (28), result ‘q, so that p’ (29), purpose ‘q, in order that p’ (30), and contrastive ‘q, but p’ (31) uses.37

(23) וְכָּל־יִשְּרָּאִֵ֗ל כִַ֠י לֹא־שָּמֶַׁ֣ע הַמֶׁלֶׁךְ לָּהֶׁם וַיָּשִֶׁ֣יבו הָּעֶָּׁ֣ם אֶׁת־הַמֶֶׁׁ֣לֶׁךְ׀ לֵאמֹֹ֡ור מַה־לָּנוּ חֵֹ֨לֶׁק בְּדִָ֑יד וְלֹ א־נַחֲלֶָּׁ֣ה בְּבֶׁן־יִשַַ֗י אִֹ֤יש לְאֹהָּלֶֹׁ֨יך יִשְּרָּאִֵ֔ל עַתֵָ֕ה רְּאֵ֥ה בֵיתְּךֶ֖דָוִִ֑יד וַיֵ֥לֶךְ כָּל־יִשְׂרָּאֵ֖ל לְאֹהָּלֶֹׁיו׃

36 Also see similative: Eccl. 12.7; comment/accord: 4Q397 f6–13.12; temporal: Eccl. 9.12; Sir. 30.12 (MS B 3r.3; Beentjes 1997, 54).

37 For additional examples, see the following: Temporal: Gen. 24.41; 31.49; Lev. 14.34–35; 19.33; Deut. 4.25–26; 18.9; Ps. 32.3; 1 Chron. 7:21. Causal: Gen. 50.19; Lev. 22.7; Ezek. 3.4–5; Ps. 3.8; 1 Chron.
'And all Israel, when the king did not listen to them, the people replied to the king saying, “What share do we have in David?” and “We do not have an inheritance in the son of Jesse. Each man to his tent, O Israel. Now see to your own house, David.” Then all Israel went to their tents.' (2 Chron. 10.16)

11.19. This is the most common use of כִי and citations could be multiplied. **Contingent**: Gen. 4.12; Lev. 1.2; 2.1, 4; 4.2; 15.2, 16, 19; Lev. 19.5, 23; 22.21, 27, 29; 23.10; Ezek. 46.12; 2 Chron. 6.36. **Conditional**: Gen. 4.24; Lev. 13.51–54; 15.8, 25 (2x); Ezek. 3.19; Ps. 11.3; 2 Chron. 6.28 (4x). **Concessive conditional**: Isa. 1.15; Hos. 8.10; 9.16; Ps. 37.24; Lam. 3.8. **Concessive**: Gen. 31.37; 48.14; Jer. 51.53 (2x); Ezek. 2.6; 3.9; 11.16 (2x); 12.3; 32.25, 26, 27, 32; Ps. 21.12; 1 Chron. 5.2; 24.24. **Result**: Gen. 20.9; 40.15; Ps. 8.5 (2x); 1 Chron. 17.16; 29.14; 2 Chron. 32.14. This use also appears in epigraphic Hebrew at Lachish 2.4; 5.4; 6.3. **Purpose**: Gen. 29.32 (3x); Job. 3.12. **Contrastive**: Gen. 18.15; 21.7; 24.4; Exod. 4.10; 34.13; Deut. 4.26; 1 Kgs 21.15; Ezek. 10.11; 1 Chron. 29.1; 2 Chron. 8.9. Note again that while temporal כִי spans many subsenses in the temporal semantic space, I provide only one example here for the sake of space. These subsenses, however, are represented in the semantic map provided below in Figure 5. As noted above, these subsenses are discussed in detail in Locatell (2020).

38 Note that there is a possible textual issue here when compared with the synoptic text in 1 Kgs 12.16, which has וַיְרָא כָּל־יִשְרָאֵל כִַ֠י לֹ א־שָּמֶַ֣ע הַמֶׁלֶ֟ךְ אֲלֵיהֶׁ֣ם. Here, the clause clearly functions as a complement clause. However, whatever the source of the text in 2 Chron. 10.16, it still constitutes a valid use of language, even if not ‘original’. Additionally, the LXX supports this reading, as well as the causal implicature of the temporal clause, by rendering it with ὅτι (on which see the discussion of example (39) in §5.2 below). These readings are actually switched in Tg. Neb. and Tg. Ket. The Syr. of 2 Chron. 10.16 is identical to that of
Now, grant me wisdom and knowledge so that I may go out before this people and enter in. **For** who can rule this great people?” (2 Chron. 1.10; LXX ὅτι)

Whenever they sin against you (for there is no one who does not sin) and you are angry with them and give them up before an enemy, and they take the captive to a land far or near . . .’ (2 Chron. 6.36; Tg. Ket. רָד)

Or if the raw flesh turns and changes to white, he will go to the priest.’ (Lev. 13.16, LXX ἐὰν)

Even if I walk through the valley of the shadow of death, I will not fear evil, for you are with me.’ (Ps. 23.4)

Although they have ventured evil against you, have devised a plot, they will not succeed.’ (Ps. 21.12)

1 Kgs 12.16 (מְסוֹמָה חֲלוֹא סְמַעַתִּלָּה). However, this could perhaps be understood as the result of the translator's known penchant to draw on parallel passages in earlier books (Weitzman 1999, 79, 118).

The use of a focus particle like גַּם with a conditional is a typologically pervasive bridging context facilitating the development of concessive conditionals (Haspelmath and König 1998, 620). Note that this collocation does not necessarily result in a concessive conditional meaning (e.g., Rut. 2.21, Prov. 22.6).
‘Then Abimelech said to Abraham, “What did you see so
that you did this thing?”’ (Gen. 20.10)

(30) וַתֹֹּ֨אמֶר מַה־תִתֶּן־לִַּ֔י... 51
‘And she said, “What will you give me in order that
you may come in to me?”’ (Gen. 38.16)

(31) וַיֹֹּ֤אמֶר אֱלֹהִים֙ אֶל־אַבְרָהִָּ֔ם שָרֶַ֣י אִשְּתְּךִ֔... 51
‘And God said to Abraham, “As for Sarai your wife, you will
not call here name Sarai, but Sarah will be her name.”’
(Gen. 17.15)

3.8. על אֱשֶׁר

The usage of עַל אֲשֶׁר spans the locative and CCC semantic spaces,
with the causal use being most common. It is used to mark
interclausal relations of place ‘where(ever) p, q’ (32) and cause
‘because p, q’ (33).40

(32) תְּמֶׁ֣ול בָּאִֶׁ֗ךְ וְּהַיָּ֞ום אֲנִ ועֲךֹּ֤... 51
‘You arrived yesterday and today will I make you go
wander with us while I go wherever I go?’ (2 Sam. 15.20;
LXX oοῦ ἂν; Tg. Neb. -לעהת. ה-)

(33) וַחֲרַךְ אֵחְיָּ֣ה בְּמַעֲנָ֑ה וּפֶקַּ֥ה כֹּל אֱשֶׁר־אִשָּׁ֖ה יִשַּׁרְיָ֑ה וּדְעַל־הָּאָֽרִון

40 For additional examples, see the following: Locative: 1 Kgs 18.12;
Ezek. 1.20. Causal: Exod. 32.35; Num. 20.24; Deut. 29.24; 32.51 (2x);
1 Sam. 24.6; 2 Sam. 3.30; 6.8; 8.10; 1 Kgs 9.9; Jer. 16.11; 22.9; Ezek.
23.30; 35.15; Job 32.3; Est. 1.15; 8.7; 1 Chron. 13.10; 2 Chron. 7.22.
However, as with the other multi-word forms discussed, it is important
to note that עַל and אֲשֶׁר do not always function together as a unit.
‘And the wrath of the LORD burned against Uzzah and he struck him because he reached out his hand on the Ark.’

(1 Chron. 13.10; LXX διὰ τὸ + infinitive; Tg. Ket. מִּשְׁתַּחַת)

The above examples illustrate the usage profile of those adverbial conjunctions in Biblical Hebrew with relatively clear polysemy. They all span two or more of the basic semantic spaces of adverbial relationships, in overlapping but usually different ways. The question raised in this study is how these various uses may be organised conceptually and arranged diachronically in a semantic map. This is discussed in the next section, with some select examples illustrating the heuristic and predictive value of such an approach.

4.0. Generating Hypotheses with Diachronic Semantic Maps

The semantic map below organises the usage profiles of each adverbial conjunction treated above according to cross-linguistically pervasive polysemy patterns and paths of change as explained in §2.0 above.\textsuperscript{41} As discussed in §2.0, the heuristic

\textsuperscript{41} Cf. the typological map presented in Kortmann (1997, 210). Note that the typological data does not necessarily predict a direct extension from the modal use of אֲשֶׁר to its causal use, though this is certainly compatible with the typological data. Rather, this direct line was drawn because a plausible bridging context was identified that may suggest such a path. This is discussed in §5.0 below. Alternatively, there may be bridging contexts connecting modal אֲשֶׁר with the CCC domain. However, none were clearly identified in the course of this study, so the only path shown is modal > temporal > CCC.
value of such maps is to generate hypotheses about the possible conceptual relationships between uses, and which uses have served as sources and goals in language change. Here, I describe how the usage profiles of polysemous adverbial conjunctions in Biblical Hebrew map onto such semantic maps and the diachronic hypotheses this generates. In the following section, I will look at ways of corroborating these hypotheses by examining bridging contexts and cognate data.

The usage profile of each adverbial conjunction above is represented by different, (usually) directional arrows indicating direction of development. An enclosing box indicates when a usage profile includes all the subsenses in a given space or cluster (e.g., temporal space or cause and condition in the CCC space). In some cases, this somewhat defers the question of which subsenses served as the specific loci of extension into other spaces. Alternatively, a line extending into an enclosing box indicates usage of only the subsense with which it connects.
Figure 5: Semantic map of polysemous adverbial conjunctions in Biblical Hebrew

The benefit of this representation is that one can see paths between the four major semantic spaces as well as the similarities and differences between the profiles of each adverbial conjunction.\textsuperscript{42} However, in order to compensate for the lack of

\textsuperscript{42} The following definitions are from Kortmann (1997, 79–87). Terms and definitions for modal relations also draw upon Haspelmath and Buchholz (1998) and Treis and Vanhove (2017). ANTE: Anteriority, ‘after \( p, q \)’, where clause \( p \) simply precedes clause \( q \) in time; CAUSE: Cause, ‘because \( p, q \)’, where clause \( p \) identifies a cause, reason, or motivation for clause \( q \); COCON: Concessive condition, ‘even if \( p, q \)’, where \( q \) is true or will materialise for any value of a variable in \( p \); COMACC: ‘\( q, as \ p \)’, where clause \( q \) accords with some statement in \( p \); COMPAR: ‘\( q, as \)
transparency, the table below is provided, which lists the various paths for each adverbial conjunction.

(If) \( p' \), where the comparison is usually, though not necessarily, hypothetical; **CONC**: Concession, ‘although \( p, q' \), where the general incompatibility of \( p \) and \( q \) are assumed background knowledge; **COND**: Condition, ‘if \( p, q' \), where clause \( p \) identifies the condition upon which clause \( q \) is, would be, or would have been true; **CONTIN**: Contingency, ‘in cases when \( p, q \)’ or ‘whenever \( p, q \)’, where at all times when clause \( p \) is true, clause \( q \) is also true; **CONTRA**: Contrast, ‘\( q \), whereas/but \( p' \)’, where clauses \( q \) and \( p \) may be used as arguments for different conclusions, though not necessarily inherently incompatible, as with concession; **EQUAT**: Equative, ‘\( q \), (to the same extent) as \( p' \), where the extent of \( q \) is equated to that of \( p \); **IMANTE**: Immediate anteriority, ‘as soon as \( p, q' \), where clause \( p \) immediately precedes clause \( q \); **PLACE**: Place, ‘where(ever) \( p, q \)’, where \( p \) identifies a location (definite or indefinite) in which \( q \) takes place; **PURPOSE**: Purpose, ‘\( q \), in order that \( p' \), where \( p \) is an intended result or consequence of \( q \) that is yet to be achieved; **RESULT**: Result, ‘\( q \), so that \( p' \), where \( p \) expresses a (mostly factual and typically non-intended) result or consequence of \( q \); **SICOEX**: Simultaneity co-extensiveness, ‘as long as \( p, q' \), where clause \( p \) opens up a time interval for the whole of which clause \( q \) is true; **SIDUR**: Simultaneity duration, ‘while \( p, q' \), where clause \( p \) opens up a time interval for the whole or part(s) of which clause \( q \) is true; **SIMIL**: Similative, ‘\( q \), (in the same way) as \( p' \), where some aspect of situation \( q \) is described by comparing it to situation \( p' \); **SIOVER**: Simultaneity overlap, ‘when \( p, q' \), where clause \( p \) overlaps with clause \( q \) in time. Note that these different semantic spaces include other subsenses excluded here because they have not been found used in these adverbial conjunctions.
Table 1: Grammaticalisation paths for each polysemous adverbial conjunction in Biblical Hebrew

<table>
<thead>
<tr>
<th>Form</th>
<th>Hypothesised Paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>על אֲשֶׁר</td>
<td>ANTE &gt; CAUSE</td>
</tr>
<tr>
<td>שָׁם</td>
<td>CONTIN &gt; COND &gt; COCOND &gt; CONC</td>
</tr>
<tr>
<td>אֲשֶׁר</td>
<td>MODAL &gt; TEMPORAL &gt; CAUSE, COND, PURPOSE/RESULT</td>
</tr>
<tr>
<td>בַאֲשֶׁר</td>
<td>PLACE &gt; CAUSE</td>
</tr>
<tr>
<td>בַּאֲשֶׁר</td>
<td>MODAL &gt; TEMPORAL &gt; CAUSE; TEMPORAL &gt; COND; MODAL &gt; CAUSE</td>
</tr>
<tr>
<td>בָּאֲשֶׁר</td>
<td>SIMIL &gt; SIOVER</td>
</tr>
<tr>
<td>פָּנִים אֲשֶׁר</td>
<td>TEMPORAL &gt; CCC; SIOVER &gt; CONTIN &gt; COND &gt; COCOND &gt; CONC; CAUSE &gt; PURPOSE/RESULT; CAUSE &gt; CONTRA; CAUSE &gt; COND</td>
</tr>
<tr>
<td>עוֹלָמִים אֲשֶׁר</td>
<td>PLACE &gt; CAUSE</td>
</tr>
</tbody>
</table>

Considering Figure 5, we note the following broader observations. Certain semantic spaces in this map are ‘cut up’ to different degrees. For example, על אֲשֶׁר and בַאֲשֶׁר both mark definite and indefinite place in the locative semantic space.44 By contrast, the temporal and CCC semantic spaces are ‘cut up’ quite

43 Note that in some cases, a broader semantic domain is listed in a path rather than a specific subsense (e.g., TEMPORAL > CAUSE, COND). In this case, it means some subsense(s) in the temporal semantic space developed both causal and conditional extensions. There is likely a more specific subsense of the temporal semantic space that is more likely to have developed into causal and conditional uses, respectively. However, which subsenses this may have involved is left unspecified. A larger study would pursue these details at a more fine-grained level.

44 There are, however, a variety of other locative relations, such as direction goal ‘whither’ (ָּלָּמֶשׁ, e.g., Num. 33.54; Ezek. 1.12; Ruth 1.16) and direction source ‘whence’ (ָּלָּמֶשׁ, e.g., Gen. 3.23; 24.5), which are not marked by על אֲשֶׁר and בַאֲשֶׁר. For more on these other types of locative relations, see Kortmann (1997, 88–89, 193–94).
differently by the various other adverbial conjunctions. For example, אֲשֶׁר, כַאֲשֶׁר, and כִי uses span several subsenses in the temporal space, while אַחֲרֵי, בָּשֶׁ, and אַחֲרֵי אֲשֶׁר are only seen to communicate a single subsense. Likewise, אַחֲרֵי אֲשֶׁר, בָּשֶׁ, and כִי have both conditional and causal uses. However, אֲשֶׁר intersects with only condition, while אַחֲרֵי אֲשֶׁר, בָּשֶׁ, and על אֲשֶׁר intersect with only causation.

There are also multiple paths attested between the basic semantic spaces. The usage profiles of אֲשֶׁר and כַאֲשֶׁר both connect the temporal and CCC semantic spaces (particularly condition) via contingency (indefinite time), which is, of course, a typologically common bridge. However, אֲשֶׁר and כַאֲשֶׁר extend from the temporal to the CCC semantic space without the use of indefinite time. Likewise, the profile of אַחֲרֵי אֲשֶׁר suggests the extension from anteriority directly to causation. Both would be examples of the typologically pervasive tendency for temporal relations to invite causal inferences, leading to semantic extensions via the post hoc ergo propter hoc (‘after this, therefore because of this’) line of reasoning in which a causal relationship is inferred from sequence or overlap in time (Traugott and König 1991, 194–99). Thus, multiple developmental paths are available from the temporal to CCC semantic spaces.45 In accordance with the

45 As Givón (1991, 298) observes

...our old reductionist habits, of seeking single causes to complex linguistic events, single explanations to linguistic phenomena, or—in diachrony—single pathways for linguistic change, are inadequate and often misleading... contrary to old reductionist propensities, diachronic grammatical change is often complex, multi-causal and interactive.
typological picture presented in §2.0, this semantic map postulates diachronic development with CCC relations as the prototypical goal network. The only polysemous adverbial subordinator which does not have a use in the CCC space is כְּשׁוֹ.⁴⁶

5.0. Testing Hypotheses of the Semantic Map

In terms of heuristic value, the space between adjacent uses as they are arranged along this semantic map point to typologically plausible bridging contexts where semantic extension would have occurred. As discussed in §3.0 above, intermediate examples between these adjacent uses can then be examined to corroborate the prediction of the semantic map. Note that the goal here is not to find the very instances in which an extension originally took place. Rather, in the development of uses in the form ‘A > A/B > B’, all uses including the ‘A/B’ use in bridging contexts often persist side-by-side in layering, as presented in Figure 2 above. Uses in such bridging contexts will communicate sense ‘A’, but the context will also motivate an inference to sense ‘B’. Thus, identifying persistent ‘A/B’ uses can reveal the loci which initially facilitated a particular change, as well as the inferential processes which may have motivated it, even after the

Thus, this representation should not be seen as ruling out possible extensions from the modal directly to the CCC space. To be sure, the usage profiles suggest that the strongest affinities for extension would proceed MODAL > TEMPORAL > CCC. However, multiple sources are also likely. Recall Figure 3 above.

⁴⁶ Of course, with only six cases to consider, this may simply be due to its rarity.
change had already occurred, and possibly even after its ‘A’ source use had already died out. The following discussion presents representative examples of grammaticalisation paths between each major semantic space. I will consider possible bridging contexts for extensions from the modal, temporal, and locative semantic spaces, as well as bridging contexts for extensions within the CCC semantic space.

5.1. Extension from the Modal Semantic Space

The profile of כַּאֲשֶׁר illustrates plausible bridging contexts in the paths of semantic extension from the modal semantic space to the temporal and CCC spaces, as seen in the following examples.

(34) SIMIL > SIOVER (‘as p, q’ > ‘when p, q’)

`נָהוּר | רָפֵטת הֵמָה יִשְׁמִֹר כַַ֝אֲשִֶׁ֗ר קִו נַפְּשִ י׃`

‘They attack, they lurk, they watch my steps as/while they seek to take my life.’ (Ps. 56.7; LXX καθάπερ; Tg. Ket. ויִבְכֶ֥ה ר)\(^\text{47}\)

Here, the action in the main clause ‘they watch my steps’ is compared to that in the adverbial clause ‘they seek to take my life’. The aspect of the verbal ideas being compared seems to be their temporal frame of reference. The picture painted by the psalmist is that of the attentive gaze of his enemies continually on the lookout for an opportunity to take his life (cf. Tate 1998, 70). The LXX and Targum renderings of כַּאֲשֶׁר here employ typically comparative conjunctions. However, there is clearly a

\(^{47}\) For other possible bridging contexts along these lines with כַּאֲשֶׁר, see Eccl. 4.17; Neh. 5.6; 6.3.
temporal implicature. In such contexts, a simulative (i.e.,
comparative) conjunction can be reinterpreted as a temporal
conjunction when it is comparing the timeframe, point in time,
or temporal duration of the verb in the adverbial clause with that
of the verb in the main clause.\(^{48}\)

Perhaps an even clearer case of this bridging context can
be seen in the following example.

(35) SIMIL > SIOVER (‘as \( p \), \( q \)’ > ‘when \( p \), \( q \)’)

\(וַיֶּזֶר חַלֶּוֹ הַשִֶׁמֶּשׁ כַּאֲשֶׁר עָבֶר אֶת־פְּנואֵל וְּהוּא צֹלֵעַ עַל־יְרֵכ ו׃\)

‘And the sun rose \textbf{as/while} he passed Penuel (and he was
limping because of his hip).’ (Gen. 32.32; LXX \( ὢνικα \); Tg.
Onq. כו; Syr. כו)

Here, the durative process of the sun rising is compared to the
durative process of Jacob physically traversing a particular
location. This comparison of duration or temporal overlap invites
the inference of a temporal relation between the main and
adverbial clause. Such uses are bridges between distinctly modal
uses, like example (16) above, and temporal uses, like example
(18) above. Deutscher (2000, 39) notes the following example
illustrating such a bridging context in the history of English \textit{as}.

\(^{48}\) Depending on the temporal idea being compared, this can be reinter-
preted as a number of different temporal subsenses. For example,
comparing temporal duration can facilitate an interpretation of simultane-
ous coextensiveness, while comparing points in time can facilitate an
interpretation of simultaneous overlap. These temporal interpretations,
in turn, can have varying propensities for developing subsequent exten-
sions in the CCC domain (see further Locatell 2020).
‘Thus pleyneth John as he gooth by the way’ (Canterbury Tales I.4114)

In this example, the temporal duration of John ‘complaining’ is compared with the temporal duration of him ‘going by the way’. This comparison invites a temporal inference that John complained ‘while’ he went by the way. In fact, this is one of the stages in the development of English as, which today has comparative, temporal, and also causal meanings. Such contexts invite a richer semantic interpretation. Such strengthening of informativeness is a type of metonymic extension from MODAL > TEMPORAL (cf. Traugott and König 1991, 207–12).

Another plausible bridging context is from the modal to the CCC semantic space. This can be seen in the following example.

49 For example, it has been widely observed that English as originally came from the relative pronoun swá. This was later reinforced with all as all swá. Through unitisation and phonological reduction (hallmarks of grammaticalisation), this gradually progressed as follows: all swá > also > als > als > as. See Kortmann (1997, 315–19) and Haspelmath and Buchholz (1998, 292–93). In fact, the polysemy pattern of English as has considerable overlap with that of כַּאֲשֶׁר (e.g., as comparative, temporal, and causal). Examples from many other languages can be multiplied. In all, the study of Haspelmath and Buchholz is based on 47 different languages. For other cases of this polysemy pattern and pathway of development, see Heberlein (2011, 235–371), and Treis (2017, 133).

50 Hetterle (2015, 260–61) also notes the crosslinguistically pervasive occurrence of this polysemy pattern, though she proposes no mechanism for the semantic extension other than citing their “cognitive relatedness.”
(37) SIMIL > CAUSE (‘as p, q’ > ‘because p, q’)

כַאֲשֶׁר לֹא־שָמַעְתָּ בַּקֹּל יְהוָה וַלֹא־עָשִיתָו חֲרוֹן־אַפֶו בַעֲמָלִֵ֑ק
הַזִֶׁ֔ר הָעִֽשָּׁה לְךָ יְּהוָ֖ה הַיֵּום הָזֵּ֣ז׃

‘As/because you did not obey the voice of the LORD and did not execute his fierce wrath upon Amalek, therefore the LORD did this thing to you today.’ (1 Sam. 28.18; LXX διότι; Tg. Neb. כמא ד)

Here, the disobedience of Saul is compared to, and shown to be commensurate with, the judgment of the LORD. Since disobedience is also presented as the reason for judgment, this invites a richer causal interpretation. In such a context, similitative כַאֲשֶׁר can be reanalysed as a causal conjunction. The use of עַל־כֵּן reinforces this causal interpretation, since it is commonly used anaphorically to refer back to the causal grounds of the clause it heads (BHRG^2, §40.38). The LXX clearly reflects this causal reading with the use of διότι, whereas the Targum uses the more direct rendering כמא ד.

5.2. Extension from the Temporal Semantic Space

The major path from the temporal semantic space to the CCC semantic space can also be seen in plausible bridging contexts in

51 Cf. Num. 27.13–14 and Mic. 3.4. Also see Judg. 1.7; 15.11; 1 Sam. 15.33; Jer. 5.9; Zech. 7.3, in which the sense of כמא ד is more clearly modal (with כֵּן rather than עַל־כֵּן) and the causal implicature is not quite as strong, but still present.

52 For other examples of the relationship between these senses, see Kortmann (1997, 317–18) and Baños (2011, 212–14).
the data of Biblical Hebrew. I will consider by way of illustration the cases of אַחֲרֵי אֲשֶׁר, כִּי, and כַָּאֲשֶׁר.

(38) ANTE > CAUSE (‘q, after p’ > ‘q, because p’)

לֹא־יוכֶַל בַעְּלֶָּׁ֣הּ הָּרִאשֶׁ֣ר אֲשֶׁ ר־שִַ֠לְּחָּהּ לָּשֹ֨וב לְקַחְּתִָּ֜הּ לִהְּי ות לְאִשִָּ֗ה אַחֲרֵי
אֲשֶֶׁׁ֣ר הֻטַמִָּ֔אָּה כִ י־תועֵבָּ֥ה הִֶ֖וא לִפְּנֵֶׁ֣י יְּהוִָּ֑ה...‘Her first husband who sent her away will not be able to take her again to be for him a wife, after/since she was defiled, for this is an abomination before the L ORD…’ (Deut. 24.4)53

Here, the temporal relation between the main and adverbial clauses implies a causal relation. That is, ‘q, after p’ implies ‘q, because p’. This is facilitated by the post hoc ergo propter hoc inferential process mentioned in the previous section.54 This causal implicature is reinforced by the fact that the adverbial clause follows a volitive main clause, which constrains a reading in which the adverbial clause can be construed as the grounds for the main clause volitive. This is further reinforced by the following explicit causal clause. So, there are clear uses of אַחֲרֵי אֲשֶׁר with a temporal meaning without a causal implicature, as in example (1); uses with a causal meaning in which a temporal reading is unnatural, as in example (2); and plausible bridging contexts where a temporal use has a causal implicature, as in (38).

A causal implicature can also be seen in the temporal uses of כִּי as in example (23) above, repeated here for convenience.

53 Cf. Josh. 7.8 (LXX ἐπεί; Tg. Onq. -ד).  
(39) SIOVER > CAUSE (‘when p, q’ > ‘because p, q’)

‘And all Israel, when/because the king did not listen to them, the people replied to the king saying, “What share do we have in David?” and “We do not have an inheritance in the son of Jesse. Each man to his tent, O Israel. Now see to your own house, David.” Then all Israel went to their tents.’ (2 Chron. 10.16; LXX ὅτι)

Here, ‘when the king did not listen’ implies ‘because the king did not listen’. In other words, temporal overlap of the king’s action and the people’s response clearly implies a causal relationship between them. The king’s action is the cause of the people’s response. In this case the precise inferential relationship is not post hoc ergo propter hoc, as with the anterior sense of אַחֲרֵי אֲשֶׁר above, but rather ‘state₁ relevant to state₂’ (Traugott and König 1991, 197), which is to say temporal overlap > cause.

In addition to the semantic affinity between time and cause motivating a causal implicature from a temporal meaning, this example also illustrates bridging syntactic features which would facilitate semantic extension. Specifically, the position of the כִּי clause before the main clause fits the preference of temporal uses, but the use of the qatal conjugation, atypical of temporal

כִּי clauses,\(^{56}\) facilitates the invited implicature of causation.\(^{57}\) The connection between temporal and causal כִּי was indeed recognised by Hebraists, such as Schoors (1981, 267), but was thought to be from causal to temporal, apparently based on intuition. This further highlights the heuristic value of semantic maps in predicting bridging contexts and their directionality.\(^{58}\)

This same sort of bridging context as in example (39) can also be seen within the usage of כַאֲשֶׁר. Consider the following example.

(40) SIOVER > CAUSE (‘when p, q’ > ‘because p, q’)

וַיְּהִֹ֡י כַאֲשֶֶׁׁ֣ר יָּרֵא אֶׁת־בֵֹ֨ית אָּבִִ֜יו וְּאֶׁת־אַנְּשֵ֥י הָּעִֶ֛יר מֵעֲש֥ות יומֶָ֖ם וַיַ֥עַש לָּ יְּלָּה׃

‘And it came about, when/because he feared his father's house and the men of the city to do it by day, he did it at night.’ (Judg. 6.27b; LXX ὡς; Tg. Neb. -ד; Syr. -ם; \(\text{כַאֲשֶׁר}\))\(^{59}\)

Here, again, the temporal overlap between Gideon’s fear of going against the prevailing customs and carrying out his countercultural activities by night has a clear causal implicature. This is

---


\(^{57}\) Causal כִּי clauses show a clear preference for position after the main clause, but do not show a strong preference for certain conjugations (cf. Bandstra 1982, 415).

\(^{58}\) See further Locatell (2020) for a discussion of the following paths of development for temporal כִּי: anteriority > causation; immediate anteriority > causation; simultaneous overlap > causation; simultaneous overlap > contingency > condition; simultaneous coextensiveness > condition.

\(^{59}\) Cf. Neh. 4.1; 5.6; 6.16.
reflected in various ancient versions, which render כַּאֲשֶׁר with forms that are also compatible with a causal reading.\textsuperscript{60}

The following example with אֲשֶׁר provides a final illustration of semantic extension from the temporal to the CCC semantic spaces among polysemous adverbial conjunctions in BH.

\begin{align*}
\text{(41) SIOVER} & \to \text{CONTIN} \to \text{COND} \quad \text{('when } p, q \text{')}
\end{align*}

אֲשֶׁ֥ר נָּשִֶ֖יא יֶׁ חֱטִָּ֑א וְעָּשָֹ֡ה אַחֶַׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁׁ֣֚֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝֝.stdout

When(ever)/if a leader sins and commits one of the things from all the commands of the LORD his God which ought not to be done, by accident, and is guilty, or his sin in which he sinned is made known to him, then he will bring for his offering a goat, a spotless male.’ (Lev. 4.22–23; LXX Ἐὰν; Tg. Onq. אַל,\textsuperscript{61} Syr. אַל\textsuperscript{62})

This example illustrates the typologically pervasive mid-point between time and condition—contingency. Here, no specific circumstance in particular is envisioned, but rather a general contingency. In such contexts, a temporal clause in definite time is construed as indefinite time. When this is certain to occur at

\textsuperscript{60} On the causal use of ὡς, see Muraoka (1964) and Cristofaro (1998). In fact, the usage profile of ὡς is very similar to that of כַּאֲשֶׁר and plausibly involves very similar paths of development (Locatell 2021).

\textsuperscript{61} A variant reading has אָל.

\textsuperscript{62} For other possible bridging contexts along these lines, cf. Lev. 6.20; Num. 5.29; Deut. 18.22; Josh. 4.21.
some point, as it seems to be in this case law, it yields a conditional sense. Note the statements in Lev. 4.2 (כ), 13 (א), and 27 (א) all employ clearly conditional conjunctions parallel with this use of אִם. The casuistic genre of the text reinforces this reading.

5.3. Extension from the Locative Semantic Space

Moving now to the locative semantic space, there was only one semantic extension observed—from place to cause. This was one of the more difficult extensions for which to find plausible bridging contexts, due to the fact that the locative space has the fewest polysemous adverbial conjunctions and to the fact that those it has are relatively rare. Consider the following example, repeated here from (15) for convenience, as an illustration of a possible bridging context.

(42) PLACE > CAUSE (‘where p, q’ > ‘because p, q’)

אֵין | שֶר בֵּית־הַסִֹ֗הַר רֹאֶה אֶת־כָּל־מְּאֹ֨ומָּה בְּיָ֔ד בַּאֲשֶׁ֥ר יְּהוֹ־הַוְוָ֖ה אַחֹת אֲשֶׁר־הוֹא עֹשֶֶׁ֖ה יְּהוָ֥ה מַצְּלִ יחַ׃

‘The captain of the prison did not pay attention to anything in his charge, in that/because the LORD was with him.’

(Gen. 39.23; LXX διὰ τὸ + infinitive; Tg. Onq. -ב; Syr. -ה)

63 Here, the extension from place to cause seems to have been facilitated by the metaphor CONTAINMENT > CAUSATION, where being ‘within’ the situation, as expressed by the adverbial

63 Cf. Eccl. 7.2; 8.3–4; 4Q504 f4.5 = 4Q506 f131–32.11.
clause, is construed as being caused by that situation. However, here any locative meaning is completely metaphorical rather than concrete, as in the clear case of the locative use of this form in example (14) above. While there is very strong typological evidence for the unidirectionality of extension from place to cause (which has never been observed in the opposite direction), more and clearer examples would be needed to strengthen the case for this path of change in this particular instance. In light of this, it may be preferable to see the causal use of בַּאֲשֶׁ֥ר not as an extension of the locative use of בַּאֲשֶׁ֥ר, but rather as the combination of אֲשֶׁר with the causal use of prepositional -ב, allowing it to head finite clauses, a common path of development from preposition to adverbial conjunction.

In the case of the other polysemous locative conjunction, עַל אֲשֶׁ֥ר, there is a lack of plausible bridging contexts linking from a locative to causal sense. Additionally, it seems more likely (and simpler) that the causal use developed by licensing יָשֶׁר as a causal

---

64 A LOCATIVE > CAUSAL path is noted in Kortmann (1997, 193–94) and Heine and Kuteva (2002, 200), but along different lines. Kortmann notes the path: place ‘where p, q’ > indefinite place ‘wherever p, q’ > contingency ‘whenever p, q’, which can then develop into condition ‘if p, q’. He also notes the path indefinite place ‘wherever p, q’ > concessive condition ‘even if p, q’. Heine and Kuteva note the path LOCATIVE > CAUSE with prepositions.


66 But note the observation by Givón on multiple sources for semantic extension cited above in fn. 45.

67 See references cited in fn. 25. For examples of -ב as a causal preposition, see Gen. 18.28; Zech. 9.11; Dan. 10.12. See further HALOT (105).
preposition to head finite clauses with the addition of אֲשֶׁר.\textsuperscript{68} As mentioned above, the polysemy pattern of adverbial conjunctions involving locative and causal senses is universally attested to proceed from the former to the latter. However, in this case the causal sense of the collocation does not seem to have developed from the locative use of the collocation, but from its use as a causal preposition.\textsuperscript{69} Nevertheless, it is important to note that this is still compatible with the observation of unidirectionality from ‘locative’ to ‘causal’. In this case, it simply seems to have occurred at another location on the category continuum presented above in Figure 4.\textsuperscript{70}

5.4. Extension within the CCC (Cause, Condition, Concession, etc.) Semantic Space

Coming now to the prototypical goal network in the development of interclausal relations, the CCC semantic space is the most internally complex, with several paths of development between its members. The following examples of אִם and כִי illustrate several plausible bridging contexts within the CCC semantic space:

\textsuperscript{68} The fuller construction אֲשֶׁר עַל-דְּבַר was perhaps part of this development (e.g., Deut. 22.24; 23.5; 2 Sam. 13.2).

\textsuperscript{69} This does not seem to have been the case with אַחֲרֵי and -ְּכ, since their prepositional forms do not show a causal sense like that of prepositional על. However, as noted above, this may also have been the case with -ְּב.

\textsuperscript{70} Additionally, as mentioned with above, על has also developed the ability to head finite clauses as a causal conjunction by itself without the help of אֲשֶׁר. See for example, Gen. 31.20; Ps. 119.136, cited in HALOT (827).
space which accord with the diachronic hypotheses generated using the semantic map presented in §4.0 above.

(43) **CONTIN > COND** (‘whenever p, q’ > ‘if p, q’)

‘Now, it happened that **whenever/if** Israel would plant seed, then the Midianites and Amalekites and the sons of the East would come up against them.’ (Judg. 6.3; LXX ὅταν; Tg. Neb. יב; Syr. ﻟ)  

(44) **COND > COCOND > CON** (‘if p, q’ > ‘even if p, q’ > ‘although p, q’)

‘And I saw every work of God, that man is not able to discover the work which is wrought under the sun. Although man toils to seek it, he will not discover it. And **even if/although** a wise man says he knows, he will not be able to find it.’ (Eccl. 8.17)

These examples illustrate typologically common bridging contexts that facilitate the path: contingency > condition > concessive condition > concessive. Beginning with contingency in example (43), the interclausal relationship does not simply state a hypothetical condition. Rather, it presents as actual events an ongoing situation in which Israel’s agricultural activity temporally coincided with Midianite campaigns against Israel in a contingent way, such that whenever Israel attempted planting, this would be disrupted. Indefinite time is closely related to condition and crosslinguistically is a common source for it. Thus,
intermediate uses between these senses invite a conditional implicature and are not always easily distinguishable.

Example (44) illustrates the development from conditional to concessive via concessive conditional. Here, conditional אִם invites the implicature ‘although’. The reason for the semantic affinity between these senses is due to the following elements of conceptual overlap. Conditional relations essentially involve hypothetical causation and thus do not typically entail the reality or certainty of the conditional clause, as in (45). Concessive relations are essentially unrealised or negated causal relations that would otherwise be typically expected and typically do assume the reality of the clauses, as in (46). Thus, in order for a conditional to develop a concessive meaning, it must acquire the implicatures that both clauses are factual and generally incompatible. Therefore, when a conditional conjunction is used in a context where the main clause is explicitly negated or the clauses are thought to be generally incompatible, this yields a concessive conditional interpretation, as in (47). When a concessive conditional relation is used in a context where the clauses are assumed to be factual, this yields a concessive reading, as in (48).

(45) If I could easily afford it, I would buy a mansion.
(46) Although I can easily afford it, I would not buy a mansion.
(47) (Even) if I could easily afford it, I would not buy a mansion.
(48) Even if/although I cannot afford it, I would buy a mansion.

These same elements are precisely what is seen with אִם in (44). Generally speaking, when a wise man says he knows something, this is expected to be the case. However, this expected causal relation is negated in the main clause, yielding a concessive conditional. This is reinforced by the use of גַם. The use of such scalar focus particles is common with concessive conditionals. If this situation is construed as not merely potential, but actual, it yields a concessive interpretation. (49) COND > COCOND > CON (‘if $p$, $q$’ > ‘even if $p$, $q$’ > ‘although $p$, $q$’)

"וְבֵפַרְשְׁכֶּם כַּפֵיכֶם אֲעֵלִים עֵינַי מִכֵּם גַם כִּי תַרְּב֣וּ תְפִלֶּה אֵינֶּֽנִי שֹמִּֽעַ יְּדֵיכֶֶ֖ם דָמִ֥ים מָלֵֽה׃"

‘And when you spread your hands, I will hide my eyes from you. Even if/although you multiply prayer, I will not listen.’ (Isa. 1.15; LXX ἐὰν; Syr. אַ֣פַּן)

This same bridging context of concessive condition between condition and concession is also is seen in uses of כִּי, illustrated here with example (49). The hypothetical causal relation (i.e., the condition) that prayer will result in favour from God is negated, yielding a concessive conditional reading reinforced by גַם. If these statements are construed as true, and not simply hypothetical, then it invites a purely concessive reading, which would be the case especially when the adverbial clause is past-oriented and looking back on actual events. Thus, examples like (49) serve as a mid-point between completely conditional cases, like example (26) above, and completely

72 Cf. Hos. 8.10; 9.16; Lam. 3.8.
concessive cases, like (28), where כִּי communicates a concessive meaning by itself without גַם.

Less common among the developments within the CCC semantic space is the path from cause to concession, as seen in the following example with כִּי.

(50) CAUSE > CONCESSION (‘because p, q’ > ‘although p, q’)

לֹא יִרְאֶה אוֹתָם לֹא יֵחֵת מִפְּנֵיהֶם כִּי בִּית־מְרִי הֵֽֽהָ׃

‘Do not fear them or be dismayed before them, because/although they are a rebellious house.’ (Ezek. 3.9b)

Here, a causal interclausal relation with broad-scope negation can be reinterpreted as a concessive interclausal relation with narrow-scope negation. König and Siemund (2000, 344) provide the following examples showing the mechanism for this reanalysis:

(51) / The house is no less comfortable because it dispenses with AIR-conditioning. /

(52) / The house is no LESS comfortable / although it dispenses with AIR-conditioning. /

In the first utterance, both clauses are spoken as a single tone group with the nuclear accent on ‘air’. In this case, the scope of the negator in the main clause extends over the adverbial clause as well. This results in negated causation, which again is conceptually identical to concession. In such contexts, the

73 Cf. Gen. 8.21.

74 Cf. Hilpert (2005). Capitalisation indicates the nuclear accent of the tone group delimited by the forward slashes.
adverbial clause is equivalent to a concessive clause, where the scope of negation is confined to the main clause and where each clause is a separate tone group with its own nuclear accent, as in the second utterance. This same bridging context in Ezek. 3.9 provides the means for causal כִּי to invite such a concessive implicature. 75

5.5. Comparative Support

When available, comparative data on cognate forms in related languages can help confirm and modify (as well as falsify) the hypotheses generated by semantic maps like that presented in §4.0. For example, some of the developmental paths of כִּי and אִם presented above can be considered by way of illustration. So far, only attested uses have been discussed. However, diachronic semantic maps can also generate hypotheses of the sources of attested senses, even when those putatively original uses are themselves unattested in the available date. Consider again the portion of the map filled by כִּי. Comparing כִּי to adverbial conjunctions with similar profiles suggests that its temporal use, while arguably the oldest attested use (both on typological and textual grounds76), initially arose from an earlier comparative

75 For a discussion of the following paths of development for כִּי within the CCC semantic space not treated here, see Locatell (2017, 243–63): COND > COCOND > CONC; CAUSE > PURPOSE/RESULT; CAUSE > CONTRA.

76 For example, temporal כִּי is found in the earliest strata of the language in the Archaic Hebrew of Deut. 32.36, which is dated as early as the pre-monarchal period of Israel, ca. eleventh century B.C.E. (Sanders 1996).
use. Indeed, the fact that its cognate in earlier Semitic languages can function as a modal adverbial conjunction (e.g., communicating similarity and manner), such as Akkadian *kī* (CAD K, 319b–20a; Ahw, 469b; GAG, 211) and Ugaritic *k(y)* (DULAT, 418–19), suggests that this is the correct diachronic reconstruction.⁷⁷

A similar observation can be made about דָּאָ. The fact that it is found marking contingent (i.e., ‘whenever *p, q*’) interclausal relations, the prototypical bridge between temporal and conditional uses in the semantic map, suggests that it may have had an earlier use within the definite time senses of the temporal semantic space. Comparative evidence supports this hypothesis. For example, Phoenician ʾ*m* is used in the sense of ‘when’ (Krahmalkov 2001, 266)⁷⁸ and Ugaritic *hn* is used to communicate immediate anteriority ‘as soon as *p, q*’ (DULAT 335–36), e.g., KTU 2.87:20. As for the bridge between condition and concession via concessive condition reinforced with a focus particle—this is also seen with Phoenician דָּאָ דָּאָ (see Segert 1976, 262).

Semantic maps also have strong implications in the opposite direction, that is in terms of subsequent development. For example, as Kortmann (2001, 849) observes, “The CCC network is always a goal domain of semantic change, with Concession as the absolute endpoint.” That is, concession is consistently a late and terminal point in the development of

---

⁷⁷ Also see the modal uses of *kī*, alone and with various affixes, in so-called Amarna Canaanite (Rainey 1996, 137–43).

⁷⁸ This sense, however, is not mentioned in Friedrich and Röllig (1999).
interclausal relations (cf. König 1985, 263–64; Haspelmath and König 1998, 620). Therefore, as portrayed in the above semantic map, the concessive use of כִּי is expected to have been a late development relative to the other interclausal relations it is found to communicate. Evidence that this reconstruction is correct comes from the fact that while Akkadian kī developed comparative, temporal, causal, and conditional adverbial uses, it did not develop a concessive use (Bandstra 1982, 402–5). A similar situation holds for Ugaritic k(y) (DULAT, 417). This all makes typological sense in light of the fact that concession is the endpoint of semantic development within the CCC semantic space. Thus, it is expected to develop late, if at all.

In fact, evidence from Akkadian kī is instructive for the whole development from the modal semantic space to the temporal and then CCC, since modal and temporal kī already appeared in Old Akkadian, while causal kī only appeared in Middle and Late Babylonian (Lipiński 1997, 527; cf. Gelb 1957, 136–37; Hasselbach 2005, 173). Similarly, conditional kī only appeared in Late Babylonian (Miller and Ship 1996, 36). This is summarised in the following table.

Table 2: Emergence of adverbial kī in Akkadian

<table>
<thead>
<tr>
<th>Old Akkadian</th>
<th>Middle/Late Babylonian</th>
<th>Late Babylonian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparative</td>
<td>Comparative</td>
<td>Comparative</td>
</tr>
<tr>
<td>Temporal</td>
<td>Temporal</td>
<td>Temporal</td>
</tr>
<tr>
<td></td>
<td>Causal</td>
<td>Causal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conditional</td>
</tr>
</tbody>
</table>
As mentioned above, *kī* in Akkadian never developed a concessive use. This also supports the hypothesis suggested by the diachronic semantic map in Figure 3 that concessive כִּי was the last of its adverbial senses to develop. Cases where such comparative evidence exists to corroborate reconstruction based on diachronic semantic maps suggests that they are relatively reliable, at least for making plausible hypotheses, even when only synchronic data is available. The more robustly attested the grammaticalisation path in a diachronic semantic map, the more plausible the hypotheses it generates. In the case of universally attested and uncontroversially unidirectional grammaticalisation paths, the hypotheses generated by diachronic semantic maps involving such paths constitute strong evidence in their own right.

### 6.0. Conclusion

This article has attempted to shed some light on adverbial conjunctions in the Hebrew Bible, a relatively understudied word class. The focus has been on polysemous adverbial conjunctions—the conceptual relationship between their different senses, the diachronic organisation of their uses as sources and goals of semantic extension relative to one another, and the inferential processes that facilitated their development. As such, this study has employed diachronic semantic maps in order to generate hypotheses along these lines and test them against corpus data and comparative evidence where available. This has proceeded with the following methodological steps: (1) construct a usage profile of the form(s) in question, (2)
heuristically employ diachronic semantic maps to generate hypotheses about the conceptual and diachronic organisation of uses, (3) test these hypotheses by examining corpus data for plausible bridging contexts, (4) compare these results to comparative data where available. With this procedure, this study has shown that the usage profile of polysemous adverbial conjunctions in the Hebrew Bible indeed fill a contiguous portion of diachronic semantic maps based on well-documented polysemy patterns and historical developments across many languages, as visualised in Figures 3 and 5 and discussed in §4.0. This hypothesised diachronic organisation was tested in §5.0 by examining the corpus data for bridging contexts of selected paths and analysing them for possible inferential processes responsible for the semantic extensions. In the majority of cases, the hypothesised diachronic developments found strong support in corpus data. Examples of available cognate data were also shown to aid in this analysis, and in this case support the proposed reconstruction. In the case of בַּאֲשֶׁר, the hypothesised path was found to be plausible. However, due to relatively sparse data, a mutually compatible (and perhaps more likely) alternate explanation was also offered. In the case of עַל אֲשֶׁר, the data did not yield plausible bridging contexts between its locative and causal senses as an adverbial conjunction. Rather, the extension seemed to have already taken place within its function as a preposition.

79 There should, of course, be occasional returns to previous steps as hypotheses become refined in the process.
More broadly, the picture that emerges from this study is that diachronic semantic maps, when based on robust cross-linguistic polysemy patterns and directly observable historical developments, generate plausible hypotheses about the conceptual relation and diachronic organisation of the different uses of linguistic forms, in this case adverbial conjunctions in the Hebrew Bible. Even when only relatively synchronic material is available, typologically robust diachronic semantic maps can point to plausible reconstructions of a form’s developmental history from earliest use to most recently developed and suggest where to look for the most likely bridging contexts and inferential processes that facilitated semantic extension.
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