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PREFACE

Most of the papers in this volume originated as presentations at the conference Biblical Hebrew and Rabbinic Hebrew: New Perspectives in Philology and Linguistics, which was held at the University of Cambridge, 8–10th July, 2019. The aim of the conference was to build bridges between various strands of research in the field of Hebrew language studies that rarely meet.

The study of Hebrew has a long tradition in European universities. Hebrew teaching began to become institutionalised within the universities by the beginning of the fourteenth century, with chairs of Hebrew established at the universities of Paris, Oxford, Bologna, Salamanca, and at the Pontifical See in Rome. By the sixteenth century, when the Renaissance was at its height, Hebrew had become a central component of the curriculum of the universities, alongside Greek and Latin, following the model of the trilingual colleges at Alcalá and Louvain. This situation changed in subsequent centuries, when Hebrew rapidly lost its central status in the general humanities curriculum and became more restricted to biblical and theological studies.

There are various clear historical stages in the development of the Hebrew language. These are:

(i) Biblical Hebrew, i.e., the language of the Hebrew Bible written in antiquity;

(ii) Rabbinic Hebrew, i.e., the Hebrew language of the Mishna, Talmud, and other Rabbinic texts, written in late antiquity and the Middle Ages;

(iii) Modern Israeli Hebrew.
Broadly speaking, the study of Biblical Hebrew in universities today is concentrated in departments of biblical studies and theology; the study of Rabbinic Hebrew is concentrated in departments of Jewish studies; and the study of Modern Hebrew language is concentrated in departments of theoretical linguistics. Scholars who are researching linguistic aspects of pre-modern Hebrew (i.e., Biblical and Rabbinic Hebrew) tend to be working in isolation in departments that do not have a clear linguistic focus.

One of the main aims of the conference was to bring together three main groups of scholars: (i) scholars working on Biblical Hebrew and the linguistic situation of Hebrew in antiquity, (ii) scholars working on Rabbinic Hebrew and the linguistic situation of Hebrew in late antiquity and the Middle Ages, and (iii) theoretical linguists who have worked on linguistic analyses of Modern Israeli Hebrew. These three groups of scholars seldom collaborate and there are rarely opportunities for them to meet at a conference dedicated to the Hebrew language. The aspiration of the organisers was that, by uniting these groups, the conference would give an impetus to revitalise Hebrew as a major force in the modern humanities. This would be achieved by joining together cutting-edge research on Hebrew philological sources from the ancient and medieval worlds and uniting these with state-of-the-art enquiry into general linguistic theory. The collaboration with general theoretical linguists would result in the conference helping to give the Hebrew language a more prominent role in the broad field of modern linguistics, which has extensive international outreach. This aspect of the conference followed the
Preface

initiative of the Israeli linguists Susan Rothstein, Edit Doron and Outi Bat-El, who founded the Biblical Hebrew Linguistics and Philology Network in 2017. Conferences within the framework of this network were held at Bar Ilan University in 2017 (organised by Susan Rothstein) and at the Hebrew University of Jerusalem in 2018 (organised by Edit Doron and Robert Holmstedt). Very sadly, Susan Rothstein and Edit Doron passed away in 2019.

Of particular significance are the many ways in which collaboration between Hebrew philologists with theoretical linguists will invigorate the field.

There are two primary historical reasons for the avoidance of linguistic theory in Biblical and Rabbinic Hebrew language study. The first is one of environment and access. As remarked above, the vast majority of Biblical and Rabbinic Hebrew teaching and research occurs in departments that are not primarily concerned with linguistics. Thus, the study of pre-modern Hebrew typically occurs in contexts in which the appropriate linguistics education is unavailable. This situation continues to contribute to, and even to exacerbate, the second historical reason for the lack of linguistically-informed analysis of Biblical and Rabbinic Hebrew—a deep-seated antipathy between traditional philology, which has characterised the study of Biblical Hebrew since its ‘rediscovery’ by European scholars in the Renaissance, and the relative latecomer, modern linguistics. This tension between modern linguistic theory and philology was not historically born from, or limited to, Hebrew studies. August Schleicher (1821–1868) was the first to argue for a clear distinction between Philologie, an essentially historical endeavour using language as
a means to study culture, and *Linguistik*, the scientific study of language itself. Ironically, though Schleicher considered his own work to be linguistic, the following generation of scholars derisively cast Schleicher’s work as the older ‘philology’ based on historical linguistics. This was in contrast to their own ‘newer’ methods, which were increasingly associated with non-historical, synchronic language description (see Holmstedt 2006). This misleading dichotomy between ‘philology as historical language study’ and ‘linguistics as synchronic language study’ not only resulted in the long-standing tension between philology and linguistics, but was imported directly into Biblical Hebrew studies, illustrated most clearly in James Barr’s influential 1969 article ‘The Ancient Semitic Languages: The Conflict between Philology and Linguistics’.

Considerable obstacles notwithstanding, the melding of contemporary linguistic theory and the study of Biblical Hebrew has occurred, though rarely and in isolated bursts of individual scholarship. Though individual efforts are a welcome contribution to this small but important movement in Biblical Hebrew studies, the conference sought to set a new paradigm in collaboration between Hebrew philologists working on different periods of the language and some of the world’s leading theoretical linguists who have worked in particular on Modern Hebrew.

Finding the appropriate methodologies for applying linguistic theory to Biblical and Rabbinic Hebrew is not a trivial challenge. Linguists working on the modern language have at their disposal large corpora and search engines, as well as the possibility of generating data by working with native speakers.
Biblical and Rabbinic Hebrew are restricted to fixed corpora, with their own search engines, but, of course, no possibility of generating new data. Further complicating the endeavour is the transmitted nature of the biblical and rabbinic sources that serve as philological texts used as linguistic texts for analysis (on the relationship of philological text to linguistics text, see Hale 2007).

An additional objective of the conference was to bring together early career scholars, such as graduate students and post-doctoral researchers, and established senior scholars in the field. The early career researchers displayed posters and made short presentations interspersed with the presentations of other participants.

The present volume is the published outcome of this initiative in Cambridge. It contains peer-reviewed papers in the fields of Biblical and Rabbinic Hebrew that apply methodologies of philology and theoretical linguistics. These include contributions by established scholars and by students and early career researchers. The abstracts of the papers are given after this preface.

We would like to express here our gratitude to the conference organising team, which was led by post-doctoral researcher Dr Magdalen Connolly and included graduate students Estara Arrant, Nick Posegay, Johan Lundberg, Joseph Habib, Cody Kingham, Dorota Molin, and post-doctoral researcher Dr Ben Kantor. It was thanks to their hard work and superb organisational skills that the conference was such a great success.
Estara Arrant has also given us invaluable assistance in the preparation of the volume, including logistical support and proof-reading, for which we register here our heartfelt thanks.

We gratefully acknowledge the financial support that we received for the organisation of the conference from the Thyssen Foundation (in response to a joint application by Cambridge and Lutz Edzard), the Arts and Humanities Research Council (from a grant funding a project directed by Michael Rand), and Hebrew Trust funds of the Faculty of Asian and Middle Eastern Studies.

Finally, we would like to express our gratitude to Open Book Publishers for all their efficient help in publishing the volume. Their open-access initiative will allow this publication to be widely read throughout the world.

The Editors, Cambridge, February 2021
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of-the-art linguistic theories, in particular usage-based theory.
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findings common to the world’s first two Mishna editions printed
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dam edition. Both of these seventeenth-century editions, alt-
hough vocalised by grammar experts, reveal vocalisation that
contradicts not only biblical grammar, but also rabbinic gram-
mar, as represented in the medieval vocalised manuscripts, first
and foremost MS Kaufmann. The paper presents three phenom-
ena that emerge from the two editions. The first is feminine par-
ticiple forms with segol instead of pataḥ, such as נִפְרֶעֶת ‘collect (a
debt) (fs)’, מְגַלֶחֶת ‘shave (fs)’. The second is the lack of compen-
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The distribution of the Hebrew plural morphemes on substantives is generally assumed to be conditioned by gender; nevertheless, many exceptions are attested in all periods. Scholars have suggested multiple explanations for this phenomenon, though none can adequately explain all exceptions. In this paper, comparative evidence is used to shed light on this problem. Based on this evidence, I argue that plural marking of substantives in Hebrew patterns with other languages and, therefore, should be studied comparatively and not in isolation. I also offer some criteria for the use of plural variation for linguistic dating of Hebrew texts.

**Elisheva Jeffay, Proper Names as Predicates in Biblical Hebrew**

Unlike in Modern Hebrew (MH), proper names in Biblical Hebrew (BH) appear freely in the annex of constructs, e.g., בְּנֵי־יַעֲקֹב ‘the sons of Jacob’ (Gen. 34.13). Rothstein (2012, 2018) argues that the infelicity of these constructs in MH is due to the status of the annex as a predicate phrase, which proper names, as referential expressions (DPs), cannot fill. This suggests that proper
names in BH are not inherently referential, but are predicates. In this paper, I will explore the construct phrase and its rules, the semantic composition, and lexical interpretation of names in BH and BH gentilic names as evidence in support of the hypothesis that BH proper names are predicates.
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In Biblical Hebrew ההוא serves as the distal demonstrative pronoun and follows the noun it complements. In Mishnaic Hebrew two shifts occur. אתה (usually a direct object pronoun) replaces ההוא and precedes the noun it complements. This paper examines the explanations offered for this development over the last 175 years in light of evidence from Late Biblical Hebrew, Palestinian Aramaic dialects, and Greek. It supports an explanation that focuses on language contact: Aramaic could have encouraged prolepsis, but the main influence is the Greek pronoun ἀυτός with a similar sound and similar syntactic functions. The paper attempts to reconstruct the reason for the replacement of an existing Hebrew structure with a Greek alternative. It examines possible influence of the legal genre and links these shifts to the omission of definiteness in demonstrative pronouns in Mishnaic Hebrew.

**Bo Isaksson, Biblical Hebrew Short Yiqtol and the ‘Consecutive Tenses’**

The Biblical Hebrew wayyiqtol clause-type is a primary constituent in the theory of ‘consecutive tenses’. This article uses recent advancements in the study of the Masoretic Text to clarify that
such clauses were pronounced without gemination of the prefix consonant in Standard Biblical Hebrew (SBH): \textit{wa-yiqtol} (past perfective meaning). The gemination was an innovative feature of the reading tradition during the Second Temple Period. This opens up the question of the status of the conjunction \textit{wa-} before past perfective short \textit{yiqtol}. It is shown that the traditional assumption of a special ‘consecutive \textit{waw}’ before short \textit{yiqtol} is unwarranted. The coding of pragmatic discourse continuity already has a signal: the clause-type with normal \textit{wa-} and initial verb (type \textit{wa-VX}). The typical main-line clause in historical narration, \textit{wa(y)-yiqtol}, signals discourse continuity because the verb directly follows the conjunction \textit{wa-}, and this conjunction was a normal ‘natural language connective’ \textit{wa-} ‘and’ in SBH.

\textbf{Elizabeth Robar, The Rise of \textit{Wayyiqtol}}

The distribution of \textit{wayyiqtol} throughout the Hebrew Bible is far from uniform. In much of Archaic Biblical Hebrew, it is altogether absent. In other portions, it is present, but not uniform in tense/aspect semantics. In the book of Job, \textit{wayyiqtol} is common, but behaves as a freely chaining verb (continuing the tense and aspect of a preceding situation) rather than as a preterite. This brief inventory of the uses of \textit{wayyiqtol} is not well reflected in traditional definitions of it as a perfective past. An exclusively semantic definition might not be adequate to define \textit{wayyiqtol}. 
Ambjörn Sjörs, Notes on the Lengthened Imperfect Consecutive in Late Biblical Hebrew

The article investigates the distribution of lengthened and unlengthened forms of the first-person imperfect consecutive in Late Biblical Hebrew (Daniel, Ezra, Nehemiah, and Chronicles). It is argued that the literary language of these compositions reflects a standard in which the first-person imperfect consecutive is lengthened as a rule. Exceptions to this rule are discussed individually. It is shown that some unlengthened verb forms are used in formulaic expressions and it is argued that they are retrieved whole from the lexicon rather than generated by contemporary language-usage grammar. It is also argued that other apparently unlengthened verb forms of roots with a final guttural show assimilation of paragogic heh. Finally, it is shown that the use of unlengthened verb forms in the court narrative in Neh. 1–4 coincides with other archaic or archaising features, and it is suggested that the composition imitates Classical Biblical Hebrew.

Geoffrey Khan, The Coding of Discourse Dependency in Biblical Hebrew Consecutive Weqāṭal and Wayyiqtol

The paper argues that the discourse dependency of Biblical Hebrew consecutive weqāṭal and wayyiqtol forms is encoded in their semantic structure and is not just an implicature of the context. This is a heritage of their historical origin in subordinate constructions with temporal integration between clauses. The historical development of consecutive weqāṭal and wayyiqtol proposed
has typological parallels in Neo-Aramaic and involves the extension through schematisation of constructions containing dependent clauses (apodosis and purpose clause, respectively). The old narrative construction of *waw* + past perfective *yiqtol* expressing chains of events was preserved due to a process in which it was reanalysed as an extension of a different, but structurally similar, construction, viz. *waw* + jussive *yiqtol*.

Aaron D. Hornkohl, *A Tense Question: Does Hebrew Have a Future?*

Arguing that the Biblical Hebrew (BH) verbal system expresses semantics that correspond to all three Tense-Aspect-Mood (TAM) categories, the article examines the longstanding and deeply-rooted rejection in BH scholarship of tense, in general, and of future tense, more specifically. It next spotlights representative aspect- and mood-prominent treatments of the *yiqtol* form, indicating where these more and less successfully explain the data, concluding in favour of a tense- or mood-prominent approach. Certain complications with mood-prominence are then considered, not least the categorisation of various sorts of modality commonly associated with *yiqtol*. Finally, it is argued that a viable mood-prominent approach must comprehend the possibility of the expression of indicative future, which claim is substantiated on the basis of semantic minimal pairs of verbs indicating future certainty, on the one hand, and obligation, on the other.
Ethan Jones, On Pragmatics and Grammar in Biblical Hebrew: Predicate Adjectives and Stative Verbs

In the study of the pragmatics of Biblical Hebrew, most of the scholarly attention has been on topic and focus. At times, given and new information (i.e., theme and rheme) receive passing mention. Yet a claim has gone mostly unnoticed for decades, namely, that the pragmatic layer of given and new information is inextricably linked to the grammar of Biblical Hebrew (Jenni 1968; 2012). In short, the position is that predicate adjectives mark new information, whereas stative verbs mark given information. The present article revisits this old claim. It returns afresh to this minimal pair, using recent research on Information Structure (Götze et al. 2007). At times, the results corroborate previous research, but other times the seamless connection between pragmatics and grammar is challenged. In all, this article hopes to encourage more work on the relationship between grammar and pragmatics in ancient Hebrew.

Ellen van Wolde, Nifʿal Verbs in the Book of Genesis and Their Contribution to Meaning

In this study, the use and meaning of nifʿal in Biblical Hebrew is investigated based on the representative corpus of nifʿal verbs in Genesis. First, a theoretical characterisation of the middle voice is presented as distinct from the passive voice. Then follows an examination of the 78 instances of nifʿal verbs in Genesis, with a focus on nifʿal verbs that express body actions. The conclusion is
that these verb forms conceive of the event from a final, conclusive, or resultative point of view. Expressed in middle voice, the events are not construed as unfolding over time, but as having been achieved, that is, as achievements that affect or have an impact on the initiating subject, who is at the same time the affected patient. In these middle constructions, the verbal root takes on new shades of meaning.

Daniel Wilson, הָיָה in Biblical Hebrew

A general consensus has emerged that the copula הָיָה licenses tense, aspect, and mood (TAM) in Biblical Hebrew (BH) and can also be used as a ‘true verb’ meaning become, happen, exist, etc. Exactly which features are licensed by הָיָה, however, has not been demonstrated in an exhaustive study. This article—based on an exhaustive study of הָיָה in BH—demonstrates exactly which TAM features and environments control the manifestation of הָיָה. The ‘true verb’ function of הָיָה can also be understood in a uniform way typical of auxiliaries. A thorough discussion of the roles of הָיָה also requires distinguishing predicational sentences from existential sentences. The semantics of existentials in BH also explains the function of הָיָה in many examples. Readers of BH will find that most finite forms of הָיָה in the Hebrew Bible can be explained using one of the conditions specified in this article.
Lutz Edzard, The Coordination of Biblical Hebrew Finite Verb Forms and Infinitives in Comparative Semitic and Typological Perspective

The coordination of finite verb forms and infinitives in Biblical Hebrew, especially Late Biblical Hebrew, and in other Semitic languages continues to be an intriguing issue. This paper examines said topic from the perspective of the concepts of (pseudo-)coordination and (pseudo-)subordination, as proposed by Yuasa and Sadock (2002), drawing on comparison of a wide range of Semitic (Phoenician, Sabaic, Gəʿaz, Amharic, Epigraphic North Arabic, Classical Arabic, Modern Arabic dialects) and typologically comparable non-Semitic data (Yiddish, Norwegian, Turkish, Swahili). Relevant constructions treated in this paper are syndetic constructions with posture or motion verbs, syndetic serial-verb constructions, asyndetic serial-verb constructions, syndetic converb(-like) constructions, asyndetic converb construction, as well as syndetic constructions consisting of finite VPs and infinitives.

Cody Kingham, Parts of Speech in Biblical Hebrew Time Phrases: A Cognitive-Statistical Analysis

Though time phrases function adverbially, they can be headed by nouns, adjectives, and adverbs. This non-prototypical behaviour makes time phrases a useful context in which to test theories on parts of speech. The collocation behaviour of head words in time phrases can be measured statistically as a way of capturing their semantics. These objective statistical data provide a necessary control on more subjective linguistic hypotheses. In that vein,
this article explores a new method of ‘cognitive-statistical’ analysis. The behaviour of words found in over 3,400 adverbal phrases in Biblical Hebrew is analysed using Principal Component Analysis (PCA), an unsupervised clustering technique. The resulting analysis uses the PCA model of word collocations to automatically classify their parts of speech. The end results prove promising for future classifications based on statistical analyses of word behaviour rather than on pure intuition.


Adverbial conjunctions often communicate multiple interclausal relationships in a constrained set of polysemy patterns (e.g., time and cause, place and condition, or comparison, time, and condition, to name but a few). This raises several questions: How are these different meanings conceptually related to each other? What processes led to the proliferation of meanings for a single form? And how may these meanings be diachronically ordered in a form’s developmental history? This study approaches these questions regarding adverbial conjunctions in Biblical Hebrew with the following methodology: (1) construct a usage profile of the form(s) in question; (2) heuristically employ diachronic semantic maps to generate hypotheses about the conceptual and diachronic organisation of uses; (3) test these hypotheses by examining corpus data for plausible bridging contexts; (4) compare these results to comparative data where available. This method yields plausible reconstructions of a form’s diachronic development, even when only synchronic data are available.
Cynthia L. Miller-Naudé and Jacobus A. Naudé, Differentiating Left Dislocation Constructions in Biblical Hebrew

Left dislocation (as opposed to topicalisation) involves a constituent that occurs to the left of the sentence boundary and has resumption within the core sentence. Crosslinguistically, left dislocation constructions exhibit considerable syntactic variation, which can be described on the basis of three considerations. The first relates to the grammatical features of the coreferential resumptive element. The second concerns the relationship of the left-dislocated constituent to the resumptive element, especially with respect to case agreement. The third relates to the relationship of the sentence involving left dislocation to the broader syntactic context. By considering these questions within the context of contemporary linguistic theory, we can determine in a more precise and principled way the kinds of left-dislocation constructions that are differentiated in Biblical Hebrew and their essential characteristics.


The aim of this study is to enable scholars of Biblical Hebrew (BH) to orientate themselves as far as a substantial number of applications of cognitive linguistic (CL) insights into BH are concerned. The paper begins with a brief overview of CL, positioning it within the field of linguistics and describing its commitments and basic points of departure. This is followed by a bird’s eye view of the different schools of thought. The section concludes
with a summary of current developments in CL and some of the widely acknowledged challenges. In the final section of the paper, the scope and the theoretical underpinnings of a range of applications of insights from CL to BH are profiled. One of the findings of this broad orientation is that a way to optimally use distributional data and statistical methods for establishing the different senses of linguistic expressions has yet to be established, whether in CL or BH.

**Tania Notarius, From לוח to ס פֶר and Back: An Episode in Biblical Hebrew Historical Linguistics**

The paper traces the semantic development of the lexeme *

**Gary A. Rendsburg, Israeli Hebrew in the Book of Amos**

The majority of scholars have identified the home village of Amos with Tekoa on the edge of the Judaean wilderness. This article follows the lead of David Qimhi in identifying Tekoa as the northern village of the same name, mentioned in several ancient
sources. One also notes use of the root $q$-$š$-$r$ ‘treason’ in Amos 7.10, implying that Amos was a ‘citizen’ of the northern kingdom if Israel; and the use of the root $b$-$r$-$ḥ$ ‘flee’ in Amos 7.12, implying the same. The article then moves to identify sixteen (mainly) lexical and grammatical Israeliian Hebrew features within the book of Amos, with an especial concentration of such features in ch. 6.

**Yehonatan Wormser, Attitudes towards Rabbinic Hebrew as Reflected in Hebrew Grammars during the Jewish Enlightenment**

This paper examines some attitudes towards the nature, merit, and use of Rabbinic Hebrew that prevailed among Jewish intelligentsia during the Jewish Enlightenment, as reflected in three Biblical Hebrew grammars: Chayim Keslin’s (1749–1832) *Maslul be-Diqduq Leshon ha-Qodesh* (Berlin, 1788), Judah Leib Ben-Ze’ev’s (1764–1811) *Talmud Lashon ʿIvri* (Breslau, 1796), and Chayim Zvi Lerner’s (1815–1889) *Moreh ha-Lashon* (Leipzig, 1859). These works differ from one another in terms of frequency and nature of data from Rabbinic Hebrew included in their grammatical discussions. It is argued that the status of Rabbinic Hebrew in each work reflects the author’s attitude towards the desirable status of Rabbinic Hebrew in Hebrew usage of contemporary Jewish society.
THE ALPHABETIC REVOLUTION, WRITING SYSTEMS, AND SCRIBAL TRAINING IN ANCIENT ISRAEL

Aaron Koller

1.0. Introduction

The scope and methods of scribal education in ancient Israel, and even the very existence of scribal education in ancient Israel, have long been discussed and debated. Various scholars have taken different tacks in approaching this question, invoking, among other things, comparative evidence, biblical texts, archaeological data (and its absence), and palaeographical evidence.¹ In this paper I would like to suggest that the spelling practices evident throughout the Hebrew Bible can themselves suggest something of the extent of such scribal education—both its extent and its limitations. To get there, however, we need to begin with a discussion of early writing systems, and then turn to the alphabetic revolution. As we will see, considering these developments from the perspective of writing systems can open entire vistas in considering the question of scribal education.

¹ For the most recent contributions to this discussion, both with ample bibliography, see Schniedewind (2019) and Shupak (2019).
2.0. The Invention of Writing: Historical and Conceptual Framework

We start with the invention of writing, not so much for historical context as for conceptual context: for orientation as to how writing systems can work, and how they did work in the ancient Near East. While the history of writing is a well-trod field, the question of how writing systems represent language(s) is far less studied (Daniels 2018, 3). We now know that writing was invented at least a few times in world history, certainly by the Maya and likely by the Chinese, in addition to its invention in the Near East, apparently in southern Mesopotamia in the late fourth millennium BCE, among the Sumerians. This Mesopotamian invention, like cylinder seals and other contemporaneous ideas and artifacts, thence spread rapidly to Egypt.

Denise Schmandt-Besserat (1992) argued that the first writing emerged from tokens in envelopes, a system developed entirely for accounting purposes. Some of the specifics of her theory rest on very little data (Zimansky 1993), but it does seem clear from the texts themselves that the invention of writing was primarily for bookkeeping and accounting (Robinson 1995, 11–12; Woods 2020). It cannot be a coincidence, however, that writing developed in the same time and place (late fourth-millennium Sumer) as the first states, and so the association between writing and statecraft should not be ignored either (Scott 2017, 139–42).

How did the early writing system work? The first writing consisted essentially of numbers, metrics, and common nouns (for the system, see Nissen, Damerow, and Englund 1993). There is no grammar; there were no verbs, adjectives, or prepositions,
and even the plural on nouns, for example, is not marked. Only around 2800 BCE, nearly half a millennium after writing was invented, was the MEŠ sign developed to indicate plurality of nouns. Until then, a text would simply say the equivalent of ‘donkey 1’ and ‘donkey 8’. The spoken language did, of course, distinguish between singular and plural nouns, but the earliest writing does not reflect this.

The writing in the earliest texts is so distant from speech, that Englund (1998, 73–81) denies that it is provable that the language being written is Sumerian. Others (Steinkeller 1995; Cooper 2004) argue that there is just a little bit of phonetic writing, enough to prove that the script reflects Sumerian (probably enough to prove that the script was invented in order to write Sumerian, rather than borrowed for this purpose from some other linguistic group; Daniels 2018, 93–94). But this discussion establishes the key point. It is conventional, and useful, to think of writing as potentially reflecting two different levels of the underlying language: the sounds of the language, which are meaning-independent, and the meaning conveyed by those sounds. That is, the writing can reflect the phonemes (the sound-units) or the morphemes (meaning-units). Early cuneiform says nothing about the phonemic level altogether, and instead maps directly onto the morphemic level. In fact, Sumerian, Egyptian, and Mayan writing all use semantic classifiers, which have no phonetic value whatsoever, and whose meaning is entirely on the levels of semantics and grammar.
Writing begins as primarily conveying *meaning*, and only marginally conveying *sound*. This was possible because the earliest cuneiform consists almost entirely of ‘morphograms’, signs representing complete, individual morphemes (up to the size of a word). Early writing was not meant to reflect spoken language at all, but to do jobs for which spoken language is actually quite poor, primarily lists and bureaucracy. And these it did very well: Cooper (2004, 77–78) observes that as soon as the idea struck, there was a full-blown system in place:

The idea that commodities, titles, names, and transaction types could be represented graphically led almost immediately to the elaboration of an entire system of signs, and, in contrast to the very simple enumeration of the earlier numerical tablets, we are confronted with an irrationally exuberant metrological system with over a dozen different sets of numerals for recording amounts of various kinds of discrete objects, weights, area, liquid and dry measures and time.

---

2 For morphography rather than logography as the appropriate analytical category (not in the context of Near Eastern writing systems), see Joyce (2013).

3 Paradoxically, then, the earliest writing violates the definition of writing offered by Daniels and Bright (1996, 3), who define writing as “a system of more or less permanent marks used to represent an utterance in such a way that it can be recovered more or less exactly without the intervention of the utterer.” This definition is meant to exclude graphic signs with no phonetic content (a traffic sign for a roundabout, for example), but it also seems inevitably to exclude numerals in most writing systems, as well as signs that stand for the concepts such as ‘sheep’, ‘field’, ‘acre’, unmodified grammatically and unmarked phonetically.
Morphograms comprise only a “partial writing system” (DeFrancis 1989). Theoreticians of writing argue that a script that is entirely morphographic is a dead end (DeFrancis 1989; Liberman 1992, 120; Rogers 2005; Joyce 2013, 70), so fortunately, cuneiform later develops into a morphophonemic system, utilising morphograms—signs for individual, complete morphemes or words—alongside phonograms—signs for sounds.

For this move, so crucial in the history of writing, the needed step was the development of signs that reflect the sounds of the language, rather than the meanings. Actually, what was needed was a whole system of such signs. The motivation for this, however, was not to begin to write sentences. Still very much in the world of accounting, the motivation was to keep track of people’s names (Schmandt-Besserat 2015). Thus, with these developments, which took place between 2900 and 2700 in Mesopotamia, it was possible to write not only ‘8 donkey’, but ‘Kushim 8 donkey’, bringing bookkeeping practices fully into the third millennium BCE.

Both cuneiform and early Egyptian accomplish this transformation through the rebus principle. Once complete, this move—which created the Egyptian writings of ‘son’ as a duck, both śɜ, ‘mother’ as a vulture 𓊪, both mwt, and ‘to enter’ as a cormorant 𓊝, both ‘q—allows the writing of anything in the language.

We now have a “full writing system” (DeFrancis 1989). At this point, anything can be written, not only phrases such as ‘8 donkeys’, but sentences like ‘the sight of the royal boat on the
great green sea yesterday filled me with feelings otherwise provoked only by the acquisition of 8 donkeys’.

3.0. The Alphabet as Orthographic Revolution

Let us turn now to the invention of the alphabet. The steps involved must have been something like the following:

(1) *Introspection regarding the phonemes in the inventor’s language.* This is not easy. Studies have shown that illiterate people (children who have not yet learned to read, and adults who never did) generally lack phonemic awareness, and cannot break down the word /bag/ into [b], [a], and [g]. This is one of the stronger reasons to doubt that the inventors of the alphabet were illiterate, although this alone cannot resolve that question.

(2) Concomitantly, the decision was made to include only consonants—a decision which takes some linguistic sophistication, since the categories of consonants and vowels are not all that stable. This, too, suggests, prior literacy, as the exclusion of vowels was likely inspired by the practices of Egyptian writing (Daniels 2006, 375–76). In any event, this decision yielded approximately 28 or 29 consonantal phonemes to account for.

(3) Somehow keeping the resulting list of consonantal phonemes in mind, the inventor then utilised the acrophonic principle to assign a graphic sign to each phoneme. The rules of this game were: for each, find a common noun that was easily drawable and easily recognisable that started with a given sound; from now on, if you see that picture, it means only the first sound. *Arm* is a good candidate; *freedom* is not. *House* works; *to fly* does not. Here again, the Egyptian writing system was probably helpful.

(4) *Finally, this had to be taught to others.*
Steiner (2015) observed that the earliest corpus of alphabetic texts, the inscriptions from Serabit el-Khadim, are radical in their phonemic transparency. They map one-to-one, sign to sound, with no attention paid to the semantic level of the language at all.

Even the concept ‘word’ is foreign to the corpus of the Sinai inscriptions, as there is no indication in these texts where one word may begin or end. Early alphabetic inscriptions are much less clear than Egyptian at indicating where words end. This is linguistically interesting (see further below), but for now I want to draw attention to the implications for reading. Readers of English quickly identify familiar words. This works not just in the case of short words. Eye-tracking studies show that readers’ eyes settle on each word, typically once, at a spot relatively close to the middle of the word, before moving on to the next one.

This is empirical evidence of what we all know intuitively: we read word by word, not syllable by syllable or letter by letter. In fact, studies have shown that good second- and fourth-grade readers read familiar object words such as <MAN>, <CAR>, <DOG>, <BALL>, <HAT> as quickly as they named digits such as 2, 6, 3, 5, 4, 9: in other words, they are reading the words as single units rather than by sounding out the separate letters (Ehri and Wilce 1983; Ehri 2005). In theorising reading today, a regnant theory is the ‘dual-route’ theory, which posits that the brain can pronounce words correctly either by mapping graphemes to phonemes, or by recognising words; the key distinction
between these routes is familiarity (Share 2008). Already in kindergarten, children are taught to identify ‘sight words’. For adults, the vast majority of words are sight words.

Reading hieroglyphs certainly relies on quick recognition of the boundaries of each word, along with rapid word recognition. This is enabled by the presence of classifiers, which besides classifying, also mark the end of the word, and regularised spelling. One may not spell nfrw ‘beautiful young people’ (𓊘𓊱𓊘𓊝) the same way as one spells nfrw ‘foundations of a house’ (𓊘𓊡𓊚𓊚𓊘). See also these pairs, taken from Faulkner’s dictionary:

In these cases and many others, orthographic practices convey visual clues regarding semantics that are not found in the spoken language: these pairs are homophonic, but not homographic. Of course, the vowels are not indicated in ancient Egyptian writing (although they can sometimes be reconstructed from Coptic spellings and/or transcriptions of the words in other scripts). So words that appear to have been homophones may not have been in fact homophones.
from each other in any graphic way, and the written signs convey nothing other than the sounds. Just how aberrant this is within writing systems can be seen from the fact that some scholars of writing systems (e.g., Liberman 1992), not cognizant of the Sinitic texts, have argued that to be usable, a script cannot be pitched at the narrow phonemic level, but must be oriented at the more abstract phonological or morphemic levels.

There are thus serious disadvantages to this type of system, foremost among them the difficulty of fluid reading. I assume this means that either these texts had to be read aloud or they were not meant to be read at all. Paul Saenger (1982; 1997) showed that the norm in the classical world in antiquity was for oral reading, and he connected that method of reading to the practice of writing with no spaces. The key insight is that when one reads aloud, the aural experience allows the reader to make sense of the text even through the graphic representation of the text is difficult to decode. In the Middle Ages—beginning in the eighth century on the Irish margins of Europe, and reaching France and Spain in the twelfth and thirteenth centuries—reading became silent, and writing concomitantly gained spacing. This type of approach to the question of word divisions relates the practice of writing, especially the peritextual elements in the written text, to the practices of reading. This framework needs to be incorporated into the story of Northwest Semitic writing (Boyarin 1993; Dobbs-Allsopp 2012). For the early alphabetic texts, with no word dividers and a purely phonemically-oriented writing system, reading would have been a slow, laborious task, likely only possible when read out loud.
The other possibility is that these texts were not meant to be read at all. Recall that at Serabit el-Khadim the texts were primarily votive inscriptions, on objects dedicated to the gods, and especially to Hathor, lady of the turquoise. Other early alphabetic texts are graffiti, or labels—all plausibly never meant to be read again, except perhaps by gods, who are presumably untroubled by the lack of word dividers.

Whether the alphabetic texts were read aloud or not read at all, this highlights a major drawback of this new script: its unreadability by a scribe sitting by himself. It is common to laud the invention of the alphabet not only as an act of genius, but as a transformative development with the ability to change the world of texts (Logan 1986; see Koller 2019 for discussion). While this may be true of the idea of the alphabet, the radical alphabetic script of the Sinai inscriptions actually goes ‘too far’, so to speak: while the total phonological transparency of these texts is remarkable and seems admirable, the script has thereby forfeited much of what makes reading efficient. It may not be surprising, then, that the alphabet did not quickly spread as a technology, and instead seems to have remained extremely marginal for more than half a millennium after its invention (contra Sass 2004–2005).

4.0. Spelling in the Hebrew Bible and Its Implications

With these two polar models—the fully sign-to-meaning model of earliest cuneiform, and the fully sign-to-sound model of the earliest alphabet—in mind, we can approach the orthographic
practices in evidence in the Hebrew Bible to see what we can learn from them. Other scholars have noted that spelling practices can tell us a lot about scribal training. For example, Rollston (2010; 2015) has argued that the hallmarks of Hebrew orthography evident in the epigraphic record are “synchronic consistency and diachronic development” (2010, 103) This is entirely accurate for the topics he studies, primarily אמות הקריאה, matres lectionis. Here I want to emphasise some elements that are consistent both synchronically and diachronically: historical spellings and other morphophonemic spellings.

To take a simple example discussed by Steiner (2015): the ʾalef in the word צאן ‘sheep, goats’ is etymological, but of merely historical relevance after the quiescence of the glottal stop and the resulting lengthening of the /a/ vowel, which was then subjected to the Canaanite shift. This chain has to have been completed prior to the end of the Late Bronze Age, when the last-mentioned sound change stopped being productive—and in fact the word ogenerated, sunu, with an <u> for /o/, is attested already in Amarna Canaanite. The same is true for ראש ‘head’ (but see Qimron 2003 for a suggested modification).

So how did Israelite scribes know to spell the word צאן with an ʾalef, rather than spelling it like בור ‘cistern’, כוס ‘cup’, דור ‘generation’, and the like? This requires education, in the form of sheer memorisation. This is actually the way we all learned to spell correctly: out of fear of our teachers, or a desire to do well in school, we studied for spelling quizzes and memorised the difference between to, too, and two, and so on.
Many other standard spellings in Biblical Hebrew are not historical, but reflect meanings rather than sounds. In other words, these spellings are morphemic rather than phonemic. Some common examples are the yod in many plural forms with suffixes (‘your words’, ‘our kings’, ‘his men’) and the yod in construct or suffixed forms of -ay- segolates (‘your wine’, ‘eye, spring [construct]’), and the usual distinctions made between הָרָא ‘happen, meet’ and הָרָא ‘call, read’, or הָרָא ‘create’ and הָרָא ‘eat; choose’.5

Closely related are the ʾalef in a form such as חַטָאֵיתָה ‘will perish (fpl)’—where the ʾalef has fully quiesced, but is useful for visually conveying the verbal root. These spellings are morphemic in the sense that the writing of the ʾalef preserves visually the existence of the three-letter root which no longer exists phonemically. It is far easier to realise that חַטָאֵיתָה ‘will perish (fpl)’ is related to אָבְדָה ‘perished (3pl)’ than it would be if it were spelled חַטָאֵיתָה. Similarly, there is good reason for ראשׁ ‘heads’, ראשׁ ‘beginning’, and ראשׁ ‘first’, to be spelled as they are, despite the non-phonemic ʾalef, which synchronically serves as a mater lectionis for four different vowels in these words: the spellings transparently link the words to ראשׁ ‘head’, and therefore give the reader a graphic clue to the semantics of the word that would not otherwise be available from the phonological shape of the word alone.

Other examples are the spelling of the plural noun חַטָאתָה (which appears dozens of times), and the singular

---

5 There are exceptions, such as אָבָד ‘eat’ (2 Sam. 12.17) for אָבָד, and others.
noun חַטָאת/חַטַאת (which appears 55 times). All of these have a non-phonemic ”alef, which is nevertheless useful, as it makes the respective connections to מלא ‘full’ and אָשַׁה ‘to sin’ transparent.

Such spellings are clearly useful, and therefore repay the extra time and effort needed to learn them in school. The same principle is in evidence in English spelling. For example, the past tense of read is spelled <read>, homophonous with the colour <red>. Why not merge the spellings? There are two benefits to these non-phonemic spellings: (a) the avoidance of ambiguity and (b) the conveyance of semantic information by graphic association with other words. For the first, it is convenient that read and red are spelled differently, just for the sake of spelling them differently, and avoiding confusion. For the second, the spelling <read> immediately makes transparent the relationship to the verb read.

Similarly, consider English electric, electricity, and electrician, wherein the <c> is pronounced three different ways: /k/, /s/, /ʃ/) Although we tend to complain about such inconsistencies, there is great benefit to seeing the word ‘electric’ within the two other words. Another ubiquitous example (discussed by Steiner 2015) is the plural morpheme /s/, which is pronounced differently in <dogs>, <cats>, and <horses>. It would be only slightly exaggerated to say that the grapheme <s> represents

---

6 See also יהודו, although it is otherwise rare in the Bible to find the string יוד marking the /o/ vowel (Ariel 2013). This example is more complicated, though, because it is plausible, as a reviewer pointed out, that the spelling of this word assumed י to be a functioning consonant, and its phonological loss led to the vowel retracting to the /l/.
the meaning [+PLURAL], not the sound, and is in that sense equivalent to the Sumerogram MEŠ in Akkadian texts or the three lines marking the plural in Egyptian writing.

The other major reason for preserving non-phonemic spellings is to visually convey semantic distinctions, as already mentioned in the example of read (≠ red) (see also Daniels 2018, 17–18). For example, if we spelled the opposite of day <nait>, the pronunciation would be more transparent from the writing. We could do the same with the /nait/ in shining armor. But <night> contrasts with <knight>, neither of which is spelled in a way that reflects pronunciation. What is gained in the lack of phonological transparency is semantic transparency: now the sentence ‘the boy was scared of the knight’ is unambiguous, as ‘the boy was scared of the nait’ is not.7

Comparable examples in Biblical Hebrew are the consistent distinction between לא ‘no, not’ and לו ‘to him, for him’ and betweenקרה ‘happen, meet’ andקרא ‘call, read’—homophonic, but semantically distinct.8 The benefit is instant recognition of the meaning; the price paid is extra quizzes in scribal school. These examples show how spelling can convey semantic distinctions.

The spelling of Biblical Hebrew takes a step away from the radicalism of the Sinaitic inscriptions; it is not strictly oriented

7 In terms of reading processing, the element <ight> is a single grapheme. Contrast <ough> (bough/cough/through/tough/dough) where this is only historically true.

8 Here, too, the distinction is nearly consistent. The Masoretes note 15 occasions of “written לא but read לו,” and two “written לו but read לא” (Okhlah ve-Okhlah, 98–99, lists 105–6).
towards the phonology of words, but contains morphemic information, as well. Of course, Biblical Hebrew spelling is still primarily phonemic, but the morphographic elements should be noted. Phonemic spellings are the skeleton and the foundation for learning to read, but competent readers of ancient Hebrew, like those of English, would ideally arrive at the end result of word recognition (Ehri 2005).

This necessitates a return to one question alluded to above: did Iron Age Hebrew writing represent words, unlike in the early alphabetic texts? We have, of course, the Masoretic division of the text into words by use of spaces. For the Iron Age itself, word dividers are well attested, but to judge from the epigraphic record, there may have been some inconsistency. Within Biblical Hebrew, single-letter prepositions are obligatorily cliticised to the following word, but two-letter prepositions can stand alone. In inscriptions, monosyllabic nouns of two or even three letters are often cliticised to the following word, especially if the word is in the construct state, such as bytdwd ‘house of David’ and brbʾr ‘son of Beʾor’.

---

9 This, too, is only nearly consistent. According to the Masoretes, there are “15 that are written as 1 word but read as 2,” and “8 that are written as 2 words and read as 1” (Okhlah ve-Okhlah, lists 99–100). When the Masoretes say that they are ‘read’ as one or two words, the practical import is, presumably, with regard to the stress patterns. Each ‘word’ has only one main stress, so reading them as ‘one word’ means that there is only one main stress, and vice versa.

10 In Phoenician inscriptions, we find similar examples, such as (these are all from the Aḥirom sarcophagus) bnʾḥrm ‘son of Aḥirom’ and mlkgbl ‘king of Byblos’, but also more surprising examples, such as ymḥṣfrḥ
Interestingly, there are exceptional cases in the other direction, as well, where ‘word dividers’ divide graphemic strings that are not normally understood to be words. In a number of cases, the third-person masculine plural object suffix is divided by a word divider from the verb or noun to which they are grammatically suffixed: wʾshb.hm ‘and I dragged them’ (Mesha 18), wmlnt.hm ‘and their encampments’ (Zakkur A9), ʾrq.hm ‘their land’ (Tel Dan 10) (Millard 1970, 15; also Lehmann 2016, 44* fn. 2).

Thus, although the idea of words was certainly established in the writing system of the Iron Age Levant, it may well have been a fuzzy category. This is intuitively true, since it is not at all obvious conceptually if the definite article is a separate word (as in English), a prefix (as in Hebrew), or somewhere in between (as in French), and the same is true for suffixed pronouns and other features of language. These are good examples of things that had to be learned in scribal school.

‘may his text be erased’. On bytdwd, see Rendsburg (1995); see also Couturier (2001, 82–93) and Pioske (2015, 210 n. 15). Similarly, in fourth- and third-century texts from Cyprus, we find writings such as ʾdmmlkm ‘lord of kings’, where the final /n/ of the first word (*dn) has fully assimilated to the initial /m/ of the second word (mlkm), and then the words were written as a single word with one <m> serving for two underlying phonemes; see Harris (1936, 30); Millard (1970, 10); Steiner (2015, 317).
5.0. Extra-Biblical Evidence for the Value of Scribal Training

As is clear, then, much of the foregoing argues for the widespread, but not fully consistent, training of the scribes who produced the biblical text. The lack of full consistency argues for the genuineness of the training, since if order had been imposed where chaos had once reigned, we would not expect to find the many exceptional spellings that we find.

How would scribes of ancient Hebrew write if they were not forced to memorise spellings? This is fortunately an answerable question, since we have epigraphic texts written by people who were self-evidently literate, but not trained scribes. This is an instance of the rule that the less-trained the writer is in the language he is writing, the more revealing the writing will be (see Steiner 1995, 202–3). The soldier-writer of Lachish 3, for example, shows that he pronounced the 2ms ending of the perfect verbs with a final /ā/, and so writes שָלַחְתָה ‘you sent’ (for BH שלחת) and ידעתה ‘you know’ (for BH יודעת).

11 This writer is also not entirely sure about the division of words, so he writes וב אמר ויהוה ‘and because he said’ and because he said.

11 Whether the scribal tradition of the Bible also reflects the same pronunciation, but written defectively (e.g., שַבְתָה), or reflects a pronunciation in which the final vowel had dropped in both the masculine and the feminine forms, is impossible to decide with certainty. Note that the Masoretic tradition does preserve occasional 2ms independent subject pronouns in /-t#/ (e.g., Num. 11.15, etc.), and note also that the epigraphic corpus contains many spellings without the final ה. See Gogel (1998, 82–88) for data and discussion.
Yhwh’s life’ as single words. He writes להגד ‘to say’, because he never learned the rules behind plene and defective spellings of long i. And he never learned that masculine plural nouns with the 3ms possessive suffix are written with a silent yod, a morpho-graphic spelling of the plural, so he writes אנשי rather than אנסיו for ‘his men’.\(^\text{12}\)

It will be noted that the spellings found in Lachish 3 are not foreign to the Bible, and are actually found more often the later we go within the biblical tradition. Forms likeפעלתה forפעלת occur well over a hundred times (Tur-Sinai 1940/1987, 37–42; Barr 1986, 114–31).\(^\text{13}\) Barr rightly points out that the occurrence of this spelling does not date the text in which it is found, but Tur-Sinai is surely correct in arguing that as a spelling practice, it is later than the defectiveפעלת, and never replaced it in the scribal tradition of the Bible.\(^\text{14}\)

\(^{12}\) I think this understanding of the yod is preferable to the alternative that sees it as reflecting a pronunciation other than the one reflected by the vocalisation. See Pardee (1988, 279–80) and Gogel (1998, 159–60) for bibliography and discussion.

\(^{13}\) Again, I am unconvinced that these variations in spelling must have reflected variations in pronunciation.

\(^{14}\) Tur-Sinai theorises that the spelling originated with the verb נתתה ‘you (ms) gave’, and in particular in relative clauses, אשר נתתה ‘that you (ms) gave’. According to Tur-Sinai, this originally was meant to represent something like Tiberian נתתה ‘you (ms) gave it (ms)’, but after the replacement of heh with waw as the standard spelling for the 3ms object pronoun, it was misunderstood as a plene spelling of נתתה. From there, it spread to other verbs, mostly weak. It may be worthwhile to compare this to other similar developments in spelling practices, such as נבר/נסער...
The spelling of hif'il verbs is not consistent in the Bible, either, although here a diachronic solution does not seem to fit the data (contra Barr 1986, 81–84). The specific word used in Lachish 3, לֶהָדֵד, is spelled plene, i.e., לֶהָדֵּד, more than two dozen times, without a single defective example like that in Lachish 3. But there are more than seven hundred examples of the defective spelling of hif'il verbs overall, and I can discern no pattern in their distribution.

The spelling of the 3ms possessive suffix on masculine plural nouns as י- rather than י- is also encountered in the Bible (see Barr 1986, 131–37, although he combines many disparate issues into one discussion). These are scattered throughout the corpus, generally limited to the scribal tradition (the ketiv); for example, ketiv אנשי, qere אנשׁי, ‘his men’ (1 Sam. 23.5). This likely shows that the plural was sometimes written with only a final waw, not the yod-waw sequence. These waw-only spellings increase in Transitional Biblical Hebrew texts. In Ezekiel 40 alone there are some 34 examples (Ariel 2013). The first three words of Ezek. 40.22 are ketiv והלוֹנִי וַאֲלָמוֹ וְתִּמְרֵא, qere והלון ואלמו ותמריא, ‘and its 'girl'. The short form appears 21 times in the Torah (against only a single case of נערה), while in later books, the short form is entirely unattested, and נערה appears 26 times. (For some cautionary remarks on the older spellings found in the Torah alone, see Barr 1986, 39–43, who notes other examples, as well.) This sort of distribution, too, suggests that the final heh to mark the final a-vowel is a later development within the biblical writing tradition—although obviously there are hundreds of words with that ending in all texts throughout the corpus.

15 In this case, I do not know what the qere means, as the reading seems to be unchanged.
windows and its porches and its palm trees’. (For reasons that are not clear to me, only the first and third words are marked as qere in the Aleppo Codex, while the second is allowed to simply be revocalised.) However, ‘proper’ spelling in the Bible insists on the morphemic yod to indicate the plural, and to distinguish between the singular and the plural possessive endings (note that a spelling such as חלונו is entirely ambiguous as to number, ‘his window’ or ‘his windows’).

It is not surprising that some of the spelling practices in evidence in Lachish 3 become more common in later biblical texts, as well. The explanation is straightforward: these are all developments away from morphemic spelling and towards phonemic spelling. In general, this is the way spelling reforms tend to move, as writers and readers more easily see the lack of phonemic transparency than they grasp the benefits of morphemic spelling.16

16 “A Plan for the Improvement of Spelling in the English Language,” a letter by one M. J. Shields (often spuriously attributed to Mark Twain), is a case in point. It reads:

For example, in Year 1 that useless letter “c” would be dropped to be replaced either by “k” or “s”, and likewise “x” would no longer be part of the alphabet. The only case in which “c” would be retained would be the “ch” formation, which will be dealt with later. Year 2 might reform “w” spelling, so that “which” and “one” would take the same konsonant, wile Year 3 might well abolish “y” replasing it with “i” and iear 4 might fiks the “g/j” anomali wonse and for all.

Generally, then, the improvement would kontinue iear bai iear with iear 5 doing awai with useless double konsonants, and iears 6–12 or so modifaiing vowlz and the rimeining voist and unvoist
6.0. Conclusions

The conclusion that emerges from this all is that the training that went into being an ancient Hebrew scribe was real, but not all that extensive (contrast Schniedewind 2019). On the one hand, the very presence of morphemic or morphophonemic spellings is indicative of scribal training, as only someone who had gone to school (whatever that school looked like) could know to write נס with a heh, but without one, to write נשיא with 'alef, and to write ראשון and חטאת with a yod. Only a scribe could know to write צאן with an 'alef, or to distinguish לא from ל, and so on. On the other hand, the lack of consistency on some of these points shows that even this low bar was not always met. Certainly, there is no reason to think that scribal training in ancient Israel (or any of its neighbouring alphabet cultures) was nearly as intensive or extensive as that needed for cuneiform or hieratic scribes.

konsonants. Bai iear 15 or sou, it wud fainali bi posibl tu meik ius ov thi ridandant letez “c”, “y” and “x”—bai now jast a memori in the maindz ov ould doderez—tu riplais “ch”, “sh”, and “th” rispektivili.

Fainali, xen, aafte sam 20 iers ov orxogrefkl riform, wi wud hev a lojikl, kohirnt speling in ius xrewawt xe Ingliy-spiing werld. Hawewe, sins xe Wely, xe Airiy, and xe Skots du not spik Ingliy, xeix wud hev to hev a speling siutd tu xer our lengwij. Xei kud, haweve, orlweiz learn Ingliy az a second lengwij et skuul! Iorz feixfuli, M. J. Yilz
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HISSING, GNASHING, PIERCING, CRACKING: NAMING VOWELS IN MEDIEVAL HEBREW

Nick Posegay

1.0. Introduction

Hebrew scholars have long sought comprehensive explanations for the names of the Tiberian vowels, which are known today mainly as qāmeṣ/qamāṣ (/ɔ/), pāṭḥ (/a/), segol (/e/), šere (/e/), ħireq/ḥiriq (/i/), ḥolem (/o/), and shureq/shuruq/qibbuṣ/qubbûṣ (/u/). Aron Dotan offered a brief treatment of these names, as well as others applied to the Tiberian vowels, in his encyclopaedia article on ‘Masorah’ (Dotan 2007, 634, §5.3.1.3), but his brevity results in a discomforting amount of speculation and generalisation. Before Dotan, Israel Yeivin summarised the usage of Tiberian vowel names in the terminology section of his Introduction to the Tiberian Masorah (Yeivin 1983, 81–114), but this section is only a reference list of the names’ occurrences in the Masora. Well before Yeivin, Paul Haupt wrote a short paper titled ‘The Names of the Hebrew Vowels’, in which he theorised a number of explanations for the names based on their lexical definitions in comparison to Arabic (Haupt 1901). Haupt’s paper was likewise not the first attempt to explain the vowel names, and even Gesenius
remarks on them in his *Lehrgebäude der hebräischen Sprache* (1817, §9 I).

Most of these authors addressed vowel names as part of larger projects, and in that context their brevity is not particularly detrimental. A few studies have also explored specific aspects of Tiberian vowel naming in greater detail (notably Dotan 1974; Steiner 2005), but they do not account for the breadth of different naming systems that existed in the early medieval period. Yeivin attributes this breadth to multiple “schools” and “diverse origins” of Masoretic material (Yeivin 1983, 80), and, indeed, the medieval sources reveal a complicated web of overlapping conventions that reflect different strains of phonological thought. The following discussion surveys the different layers of this web between the ninth and eleventh centuries, and shows that the eight modern vowel names ultimately derive from four different naming conventions.

All of these medieval conventions were attempts to supplement the basic relative terminology of earlier Masoretes, who used the contrastive Aramaic active participles פָּתַח ‘opening’ and קָּמֵץ ‘contracting, closing’ to compare homographs in the *Masora* (Dotan 1974, 32; 2007, 623–24; Steiner 2005, 379; Posegay 2021, 61–62). In this early system, a homographic word with a relatively open vowel was called *patah*, while its orthographic twin with a relatively closed vowel was called *qames*. These terms are the only ‘modern’ vowel names that appear in the notes of the Tiberian *Masora*, and there they contrast homographs with the vowels /a/ (*patah*) and /ɔ/ (*qames*), as well the pair /ɛ/ (*patah*) and /e/ (*qames*) (Yeivin 1983, 113–14). Over time, *patah*
and *qames* stabilised as the exclusive terms for /a/ and /ɔ/, respectively, the two phonemes that they most often referred to, and thus became the first absolute vowel names in the Hebrew tradition.

The four subsequent types of vowel naming all began from this starting pair of *pataḥ* (/a/) and *qames* (/ɔ/). First, some Masoretes expanded the relative system with additional terms to specify more vowels, including names like *pataḥ qaton* (‘small *pataḥ*, i.e., /ɛ/). Second, some writers named the physical graphemes that represented the vowels, variously counting their dots (*shalosh nequdot* ‘three dots’, /ɛ/), describing their position (*altaḥtoni* ‘the lower one’, /i/), or likening their shape to another object (*zujj* ‘spearpoint’, /u/). The most advanced form of this system appears in the *Treatise on the Shewa*. Third, others—notably Saadia Gaon (d. 942)—used terms that described the articulatory processes involved in producing each vowel phoneme (*ḥelem* ‘closing firmly’, /o/, and *shereq* ‘whistling’, /u/). Finally, some Masoretes supplemented the early relative terminology with names from the Arabic grammatical tradition (*khafda* ‘lowering’, /i/, and *naṣba* ‘standing upright’, /o/).

**2.0. The Expanded Relative System**

The expanded relative system is a variation on the earlier Masoretic homograph comparisons, and adds new phonetic information to the original terms *pataḥ* and *qames*. This system never expanded to include every Tiberian vowel, but instead named only the four vowels not typically represented by a *mater lectionis*
in the biblical text (i.e., /a/, /ɔ/, /ɛ/, and /e/). It appears in numerous anonymous Masoretic notes, as well as in the work of the Tiberian Masorete Aharon ben Asher (d. ca. 960) and the Andalusī grammarian Judah ben David Ḥayyūj (d. ca. 1000).

Steiner (2005, 378) identifies a Masoretic vowel list from the appendices of Baer and Strack’s Diqduqe ha-Ṭeʿamim (1879, 11, Lns 23–28) that contains the expanded relative naming system, and demonstrates how this system was insufficient to indicate every Tiberian vowel. He notes that it refers to /a/ and /ɔ/ as pɔṭḥ and qɔmṣɔ, and then calls /ɛ/ and /e/ pɔṭḥ qṭanno (פתוח ו엄ש czł) ‘small opening’ and qɔmṣɔ qṭanno (קמצァ קלשה) ‘small closing’, respectively. The inclusion of the ‘small’ descriptor adds another layer of comparison to the original relative terms, maintaining the older classification of /a/ and /ɛ/ as more ‘open’ (pataḥ) than /ɔ/ and /e/, but now also specifying that the two e-vowels are ‘smaller’ (i.e., more closed) than the two a-vowels.¹ The list then indicates the other three vowels by describing their graphemes, a phenomenon addressed below.

The same system appears in Diqduqe ha-Ṭeʿamim, where Aharon ben Asher only applies phonetic vowel descriptors based on the roots pṭḥ and qmṣ. Throughout the text, he indicates /a/ with pɔṭḥ, pɔţḥ, or bi-ḥṭah (Dotan 1967, 131, Ln. 5; 133, Lns 1–2; 144, Ln. 1), and /ɔ/ with qɔmɛṣ, qɔmṣɔ, and qmɔś (Dotan 1967, 119, Lns 2–3; 138, L. 2; 144–45, Lns 2–3). He is also familiar with

¹ This description is curiously similar to the vowel terminology of the Syrian bishop Jacob of Edessa (d. 708), who classifies Syriac /e/ as qaṭṭìn ‘small, narrow’ in comparison to /a/ and /ɔ/ (Phillips 1869, ܐ). See also Talmon (2008, 166–67); Posegay (2021, 62–63).
the expanded relative name for /e/, which he calls *qameṣ qaṭon* at least once (Dotan 1967, 137, ln. 2). Then, just like Steiner’s list, Ben Asher indicates the other vowels by describing their graphemes.

Judah ben David Ḥayyūj also uses the expanded relative system in his early work, *Kitāb al-Tanqīt* ‘The Book of Pointing’ (Nutt 1870, I–XV). This text is short, and mostly in Arabic, but Ḥayyūj uses the Hebrew terms *qameṣ gadol* ‘large *qameṣ*’ and *pataḥ gadol* ‘large *pataḥ*’ for /ɔ/ and /a/, respectively (Nutt 1870, I, Ins 5–7; III, Ins 5–6, 12–14). Then, for /e/ and /ɛ/, he says *qameṣ qaṭon* and *pataḥ qaṭon* (Nutt 1870, VIII, Ins 14–22; X, Ins 19–21; XI, Ins 6–10). This version of the expanded relative system differs from the one in Steiner’s list, applying an additional modifier (*gadol*) to explicitly contrast ‘big’ *a*-vowels with ‘small’ *e*-vowels. *Gadol* may be a deliberate phonological descriptor to indicate that /a/ and /ɔ/ are more ‘open’ than /ɛ/ and /e/, but Ḥayyūj may use ‘big’ simply as a logical contrast to the Masoretic ‘small’, with no intention to convey additional phonetic information. Interestingly, Ḥayyūj abandons this system for his two later books on irregular verbs (Jastrow 1897). In those texts, while he is certainly aware of other Hebrew vowel names, he employs terms from the Arabic grammatical tradition to describe Hebrew vowels.

### 3.0. Graphemic Names

Medieval linguists seem to have first supplemented the *ptḥ* and *qms* vowel names by counting the dots of the Tiberian vowel signs. As such, they often called /i/ (♯) and /o/ (♯) ‘the one dot’,
/e/ (א) ‘the two dots’, and /e/ (א) and /u/ (א) ‘the three dots’. However, these numbered names were still insufficient to indicate all of the vowels unambiguously, so some texts applied additional terms related to the position, location, and shape of the signs.

These graphemic descriptions appear in Steiner’s Masoretic vowel list (mentioned above). It names /e/ as qans̄ qans̄, but also specifies that it occurs with shte nequdot. It then refers to /o/ as א דג חא חת לבר מותח ‘one dot, placed all alone’, and /u/ as א יאמית ‘middle ‘u’ (Baer and Strack 1879, 11, Ins 23–28), reflecting the position of the intralinear Tiberian vowel point (א).

Ben Asher also refers to several vowels according to their dots in Diqduqe ha-Ṭeʿamim. For example, when comparing different ways that one can vocalise כל (ךל or צל), he writes: ואמחא ההו קע שמע לא פתו רוקמה איה חת נקודה איה נרшло ‘But if it is cut off, not combined with its neighbour, it is free of qans̄, and one dot is required’ (Dotan 1967, 119, Ins 2–3). That is, /o/ is required. Similarly, he explains of the suffix -hem קס בלבמקס כמשה ‘is small qames in every case, with two dots’ (Dotan 1967, 137, Ln. 1), except in the context of a few letters, which ‘occur with three dots’ (Dotan 1967, 137, Ln. 2). This language necessitates that the Tiberian vocalisation signs were already in use before Ben Asher wrote this text—not a startling revelation by any stretch—but it does not presuppose that the reader already associates the qames qaton with ‘two dots’. This, in turn, suggests that referring to /e/ either by the number of its dots or as qames qaton was a recent development in Ben Asher’s time. On the other hand, his redundant phrasing in this
instance may not hold any additional significance, as he might be referring to the vowel /e/ in two different ways in order to fit a particular metre and rhyme. In any case, he is aware of some convention that indicates /o/, /e/, and /ɛ/ according to the form of their Tiberian graphemes.

These types of vowel names also appear frequently in linguistic texts from the Cairo Geniza. Though the precise age of these references is difficult to determine, certain details suggest that some are from the eleventh century or earlier. For example, T-S NS 301.37, seemingly a fragment of a Karaite grammatical text, explains in Arabic the vocalisation of verbs that contain al-nuqṭatayn ‘the two dots’. It also vocalises ṭḥ as an Aramaic active participle (תֹּחַ), which may indicate that it is relatively old (pre-eleventh century). Similarly, T-S NS 301.48, another fragment of a grammatical text, refers to /e/ and /ɛ/ as al-nuqṭatayn ‘the two dots’ and al-thalātha ‘the three’, respectively. It also includes Arabic plural forms of pataḥ and qamēṣ, writing al-pāṭiḥāt (אלפאתחאת) and al-qāmīṣāt (לקאמצאת).

2 Cambridge University Library (CUL), Taylor-Schechter (T-S) New Series (NS) 301.37 recto, ln. 10 and verso ln. 13.
3 CUL T-S NS 301.37 verso, ln. 2.
4 CUL T-S NS 301.48, fol. 2 recto, lns 24–25. The transcription here is an approximation. An ʾalef represents the first vowel in both words, but the second vowel is unmarked, and it is not clear whether they were pronounced more like the active participles in Aramaic (with /e/ or /a/) or Arabic (with /i/). It is also not clear whether pāṭiḥāt had an initial Hebrew/Aramaic bilabial plosive (/p/) or an Arabic labiodental fricative (/f/).
these, too, are active participles, perhaps translated from an earlier Aramaic source, and again may point to a relatively early date. Besides these linguistic clues, another fragment—T-S Ar.5.8—is both parchment and written in a horizontal book format, two features that indicate an even earlier provenance (ca. tenth century). It refers to /a/ and /e/ as נוקטן and נוקטן ה.⁵

The most complex version of the graphemic vowel-naming convention comes from the work known as the Treatise on the Shewa (Levy 1936), a tenth-century Masoretic treatise on accents and vocalisation. The anonymous author frequently switches between Arabic and Hebrew, likely reflecting the language and earlier source material, and—crucially—they provide their own Arabic translations for certain Hebrew vowel terms. Like most Hebrew linguists, the author indicates /a/ and /ɔ/ with terms from ṭḥ and ṣm,⁶ and supplements those words with additional names.

The author identifies /e/ and /ɛ/ using the Arabic forms ثناتان (ثنتان) ‘two’ (Levy 1936, א, ln. 8) and الثالثة (ثالثة) ‘the three’ (Levy 1936, א, ln. 8; ר, ln. 10–11) and then, in another section, as ثناتان نقطتين (ثانتان نكتتين) ‘two dots’ and ثلثة نقطتين (ثالثة نكتتين) ‘three dots’ (Levy 1936, ח, ln. 14; כ, ln 19–20). They also use the dual form الـنـعـتاتان ‘the two dots’ for /e/ (Levy 1936, ב, ln. 20). There are even places where the author combines Arabic and Hebrew terminology, likely due

⁵CUL T-S Arabic (Ar.) 5.8, fol. 1 verso, lns 4–5.
⁶Including multiple variations on these roots, such as fatha, fātiḥa, fātiḥa, maftūḥ, and verbal forms.
to discrepancies in their source materials. For example, when explaining how to pronounce *shewa* in inflections of the verb אָּכַל ‘eat’, they write part of the passage in Hebrew, saying: כל לשון אכילה אם בשלושה נקודות ‘every variant of [the lexical class of] ‘eating’, if it is with shelosha nequdot…’, indicating /ɛ/. They continue in Arabic on the same line: וא_checkpoint{אָּכַל} but if nuqtayn is after the shewa…’, indicating /e/ (Levy 1936, ל, Ins. 10–11).

The author includes similar numerical examples for /i/ and /o/. In one instance, they say that a word with /i/ is read with *nuqt* waḥida ‘one dot’ (Levy 1936, י, Ins 14–15), trusting that the reader can tell from context that they mean a dot below (/i/) rather than a dot above (/o/). In another case, they say that the vowels which have ‘reduced’ (חטף) forms are pataḥ (/a/), qameṣ (/ɔ/), and *al-thalātha nuqat* ‘three dots’ (/e/); but not *al-nuqṭatayn* ‘the two dots’ (/e/), waḥid min fawqa ‘one above’ (/o/), or [waḥid] min asfal ‘[one] below’ (/i/) (Levy 1936, ב, Ins 18–21).

Identifying /i/ and /o/ both as ‘one dot’ is still ambiguous, so the author adopts other terms related to dot locations in order to define them more precisely. When indicating /o/, the text reads: ‘במאת סימן العليון אפעי אלנוקט השאלפים: as for the symbol of the upper one, I mean, the upper dot’ (Levy 1936, י, Ln. 15). This sentence includes the Hebrew phrase ‘סימן العليונים the upper symbol’, using an adjectival form based on the Hebrew preposition על ‘over, above’ with the Hebrew definite article. The author clarifies this term with the phrase *al-nuqt* al-fawqā ‘the upper dot’, using an irregular nominalised form of the Arabic preposition.
fawqa ‘over, above’. Similarly, for /i/, they write ‘the lower one’ (Levy 1936, ḥ, Ins 1–2), again using a nominalised adjective formed from a Hebrew preposition תחת ‘under, below’, but now with the Arabic definite article. Later, they translate these terms as al-siman al-fawqānī ‘the upper symbol’ and al-saflānī ‘the lower [symbol]’ (Levy 1936, ḥ, ln. 1).

Finally, the Treatise on the Shewa includes multiple ways of indicating the vowel /u/, which is unique in the Tiberian pointing system, in that it has two different graphemes: one dot within the curve of a mater lectionis waw (ו) and three oblique dots below a consonant (א). The author accounts for this fact at the end of one of their vowel lists, describing /u/ as ‘the three which are pronounced with ʾu, which they call al-zuŷj’ (Levy 1936, ḥ, Ins 1–2). ‘The three’ here refers to the three sublinear dots of the second sign for /u/, but the author explains the phonetic quality of that sign by spelling out the sound, using a waw with a single dot (ו). Arabic zuŷj ‘spear-point, piercing’, then, is a term for this dot with waw. Most likely, it represents the physical form of the dot, which appears to ‘pierce’ the centre of the mater lectionis. This term also occurs for /u/ in eleventh-century Karaite linguistic texts, including Kitāb al-ʿUqūd fi Tašārīf al-Lugha al-ʿIbrāniyya ‘The Book of Rules Concerning the Grammatical Inflections of the Hebrew Language’ (Vidro 2013, 395) and Hidāya al-Qārī ‘The Guide for the Reader’ (Khan 2020, II:17).

7 Fawqā as it appears here is not a Classical Arabic word, but it could be an abbreviation of the more regular fawqānī ‘upper’.
An additional name of this type is segol ‘a bunch of grapes’, which describes the shape of the three-dot sign for /e/ (א). However, this name is more common in texts that contain phonetic vowel names, and is discussed below.

4.0. Phonetic Names

Four of the modern vowel names—ḥolem (/o/), shureq (/u/), šere (/e/), and hireq (/i/)—share a common origin in phonetic terminology of the early tenth century. None of these ‘phonetic’ names describes the aural qualities of their vowels, but rather they are based on Aramaic words related to the articulatory motions required to produce each vowel phoneme. These include: חלם ‘closing firmly’, שרק ‘whistling, hissing’, צרי ‘cracking, splitting’, and חรก ‘gnasing the teeth’. In their original forms, these terms were Aramaic, but they were later interpreted as Hebrew segolates.

The earliest dated list of phonetic vowel names comes from the fifth chapter of Saadia Gaon’s Kutub al-Lugha ‘The Books of Language’, titled Al-Qawl fi al-Nagham ‘The Discourse on Melody’ (Skoss 1952, 283), which he wrote sometime between 913 and 931 (Lambert 1891, 76, fn. 1; Malter 1921, 44, fn. 57). In this chapter, Saadia presents the seven Tiberian vowels by placing them on a ‘scale’, arranging them according to how far back they are articulated in the mouth. He starts with /o/, referring to it as אלחלם, and proceeds through אלפתחה (/a/), אלפתחוה (/e/), אלפתוחה (/i/), אלפתלתה (/u/), אלפתלמה (/o/), and אלפתלמה (/a/).
The text is largely unvocalised Judaeo-Arabic, which makes it difficult to reconstruct the exact pronunciation of all of these terms. א’לפתה stands out as potentially identical to Arabic al-fatḥa ‘opening’, the name for /a/ in the Arabic grammatical tradition. However, it is not clear whether this initial pe was fricativised (fatḥa) or not (patḥa). Saadia also indicates this vowel with חף (Skoss 1952, 294, ln. 1), which was probably close to the original Aramaic active participial form פָּתַח, but could also be the Arabic grammatical term fatḥ. Likewise, קמץ was probably close to its original Aramaic form—קָמֵץ—but Saadia also spells it חמס (Skoss 1952, 296, ln. 17; 314, ln. 1). This second form may be qamṣa, analogous to fatḥa and the other Arabic vowel names.

The name סגול here represents another Aramaic form: סְגוֹל ‘a bunch of grapes’. It is the only vowel name in Al-Qawl fī al-Nagham that describes the appearance of a vowel sign, indicating the three-dot sign (א). It shares this feature with one of the Hebrew disjunctive accents—also called segol or segolta—which consist of a similar cluster of dots (א). Its origin as a graphemic name is conspicuous in the context of the rest of Saadia’s list, and suggests the term segol came into use at a time different from that of his other six names.

The four ‘phonetic’ vowel names here are חֵלֶם, צִיר, חֵרֶק, and שֵׂרֶק. Only צִיר appears in Al-Qawl fī al-Nagham spelled with a mater lectionis, which makes its pronunciation fairly straightforward: ṣērē. Then חֵלֶם occurs once with vowel signs, indicating that it was read as ḥelēm (Skoss 1952, 292, ln. 27; see his footnote). This
vocalisation also occurs occasionally in other Masoretic texts, as does שָׁקֵר and שָׁרָק for /i/ and /u/, respectively (Khan 2020, 261, 264). If understood solely as a Hebrew noun, helep can be interpreted for /o/ as “completeness, i.e. a vowel using the whole mouth” (Dotan 2007, 634), although this could also be said of /ɔ/ and /a/. Similarly, hereq could be a ‘squeak’, perhaps indicating the high pitch of /i/. Shereq clearly means a ‘whistle’, as whistling and the vowel /u/ require the same lip movement, but sere has no Hebrew meaning that can be logically connected to /e/. Dotan glosses over this problem, conceeding that rather than all being Hebrew, “some of the names are in Aramaic” (2007, 634), and this caveat allows an interpretation of sere as ‘splitting’ between the lips or teeth. Dotan is technically correct, but only because all four of these phonetic names originated as Aramaic terms.

Two tenth-century muṣawwitaṭ ‘vowels’ texts, extant in Geniza fragments, use phonetic terminology similar to Saadia’s, but, rather than Hebrew segolates, their vowel names have Aramaic nominal forms. The first text (T-S Ar.53.1) begins in Arabic as follows:

אעלם באן אלמצותאת זマン סוא אלשוא אלאול חלמא והו או אלב קמץ
וух אא אלגל פלח והו אא אלגל סנוס והו אי אלגל זסייצ והו אי אלגל חרקא
ווח אי אלגל שרקא והו אי אלגלווא وهו אלגלווא והמה אאלקסטאות אלאלקיממאו...

10 For example, CUL T-S NS 301.69 recto, In. 5. See also, Steiner (2005, 377).

11 A subgenre of late Masoretic treatises, written primarily in Judaeo-Arabic, that deal specifically with vowels and accents (Allony 1964; 1965; Eldar 1986).
Know that the vowels are seven, excluding the שוא. The first is חמלא, and it is ʾo. The second is קָמֵץ, and it is ʾɔ. The third is פתח, and it is ʾa. The fourth is סגול, and it is ʾe. The fifth is צריא, and it is ʾe. The sixth is חרקא, and it is ʾi. The seventh is שרקא, and it is ʾu. And then the שוא, which is the two standing dots... (Allony and Yeivin 1985, 91, ln. 1 to 92, ln. 9).

Several details stand out in this passage. First, qames is vocalised as an active participle, still in its original Aramaic form, and presumably pataḥ would have been as well. Second, the author spells out all of the vowel sounds phonetically (ʾa, ʾe, etc.), a practice which predates the naming of any vowels (Dotan 2007, 634). Third, the name for the “two standing dots” is vocalised as either shewa or shewc ‘levelling’, another Aramaic form. Fourth, the author describes the shape of the shewa grapheme, but not the vowel signs, suggesting that either the name shewa or the sign itself had only recently been introduced, at a time when the vowel points had already been well established (Dotan 2007, 634). Finally, the author gives the four phonetic vowel names as חמלא (/o/), חרקא (/e/), שרקא (/i/), and שרקא (/u/). These words all appear to be Aramaic emphatic nouns, probably ḥelmא, šeryc, ḥercq, and šercq, but the text gives no additional hints towards their vocalisation.

The second text (T-S Ar.31.28) provides more information about the vocalisation of these Aramaic terms. It begins with a lacuna, but the ensuing discussion addresses the elision of words in the biblical recitation, mentioning: ʿאלוא אֵלָדִי אֲסֵמָה חֲלוֹמָה, the ’o, the name of which is חֲלוֹמָה, al-qames (אלקמיס), al-fatha (אלפתה),
and al-sh[e]rq (אלנשרק) (Allony and Yeivin 1985, 99, Ins 5–9). Later in the fragment, the author lists:

...אלנ מלחז וה-other אשלמה אטענ א' ואלקמטש אטענ א' ואלקמה אטענ א' ואלקמה אטענ א' ואלקמה אטענ א' ואלקמה אטענ א' ואלקמה אטענ א'...

...the seven vowels, and they are the חלמה, I mean 'o, the קמצה, I mean 'e, the פתחה, I mean 'a, the סגול, I mean 'ɛ, the צרי, I mean 'i, and the שרקא, I mean 'u (Allony and Yeivin 1985, 102, Ins 58–64).

Once again, the vowels are spelled out phonetically, and /o/, /e/, /i/, and /u/ are named with Aramaic nominal forms that end in 'alef. However, in contrast to those four vowels, קמצה (/ɔ/) and פתחה (/a/) are notably spelled with final heh. This difference makes some sense, as the names of /ɔ/ and /a/ were derived separately based on early relative vowel terminology, and here they seem to be either Arabicised forms (like fatha, kasra, damma) or retain a different style of Aramaic orthography. סגול also stands out in this text, and its initial shewa reinforces the fact that it is definitely an Aramaic form. The term from šry also receives special attention, as it is completely vocalised, giving the form širya. It may be possible to extrapolate this vowel pattern onto the other unvocalised names (i.e., הילמ, הירקה, שרerca), but it is more likely that širya was unique in having an initial /i/, while the other names had /e/ or /a/ (i.e., הילמ, הירקה, שרerca).

The vowel names in these two mušawwitāt texts are almost certainly older than those in Kutub al-Lugha. Given that all three of these works were written in tenth-century Judaeo-Arabic, it is not surprising that they contain some Hebrew and Aramaic technical terms. That said, if Saadia’s apparent Hebrew segolate terms
(ḥelem, šere, ḥereq, shereq) were the original forms of the phonetic vowel names, then it would be likely that he or someone shortly before him contrived them during the tenth century as novel Hebraisms to name the Tiberian vowels. If this development occurred, then the authors of the muṣawwitat texts (T-S Ar.53.1 and T-S Ar.31.28) would have had to take those Hebrew terms and convert them to Aramaic forms (ḥelmɔ, širyɔ, ḥerqɔ, sherqɔ) for use in otherwise Arabic texts. Much more likely, these Aramaic forms are remnants of an earlier stage of linguistic activity, probably from the second half of the ninth century, when the Masoretes were still writing in Aramaic.

Accordingly, all four of these vowel names are best understood as Aramaic descriptions of articulation: ḥelmɔ ‘closing firmly’, referring to the near-complete closure of the lips when pronouncing /o/; širyɔ ‘cracking, splitting’, indicating the gap that opens between the teeth or lips for /e/; ḥerqɔ ‘gnashing’, denoting the overlapping action of the teeth during /i/; and sherqɔ ‘whistling, hissing’, relating the lip shape of whistling to that of pronouncing /u/. Then, in the first quarter of the tenth century, some linguists (perhaps Saadia was the first) rendered these names with Hebrew segolate forms, creating vowel names like ḥelem.

Finally, qubbus, the ‘modern’ name for the three-dot sign of /u/, is the last Hebrew vowel term that has its roots in a phonetic description. It is not derived from the same relative terminology as pataḥ and qames, nor was it originally an Aramaic term, but rather it is a by-product of contact between the Hebrew and Arabic grammatical traditions.
5.0. Arabic Grammatical Terminology

There is substantial overlap between the Hebrew and Arabic linguistic traditions, beginning before Saadia and intensifying throughout the tenth and eleventh centuries. The following section focuses on one work in particular—another anonymous tenth-century *muṣawwitāt* text—which reveals this contact in its use of Arabic grammatical terminology to name Hebrew vowels (Allony 1964; 1965; 1983; Eldar 1986).12

The text’s discussion of vowels begins by directly addressing their names, saying in Arabic:

אלמצותאת באסמא לאיקה בהא דאלה עלי מעאניהא בלגה ערביה ליכון סהל עלי אלנאט ר ובין ללקארי והי אלמצותאת סבעה אחדהא אלקמ אלכבירה

The vowels have names which are suitable for them, indicating their meanings in the Arabic language, so that they are easy to recognise and clear for the reader. The vowels are seven, and the first of them is *al-qm al-kabira* (Allony 1965, 140, Lns 28–30).

The author (or perhaps the copyist) adopts a practice of abbreviating terms from the roots *qm* and *ptḥ*, so the first vowel (/ɔ/) is

---

12 Nehemia Allony published the extant fragments of this text (CUL T-S Ar.32.31 and AIU IX.A.24) in 1965, initially claiming that they were part of a treatise called *Kitāb al-Muṣawwitāt*, supposedly written by Moshe ben Asher. Ilan Eldar (1986) has since argued that there is no evidence that the title of this work is actually *Kitāb al-Muṣawwitāt*, nor is it more likely that Moshe ben Asher wrote it than another early medieval author. I treat it as an anonymous work with an unknown title.
called *al-qm al-kabira*. Given the feminine adjective, its full form was probably *al-qamṣa* (or *al-qāmiṣa*) *al-kabira* ‘big qamṣa’

This Arabic form is a calque based on the expanded relative naming convention (i.e., *qameṣ gadol*), and resembles the terminology in Ḥayyūj’s *Kitāb al-Tanqīṭ*. Further, following this convention, the author refers to /e/ as *al-qm al-ṣaghira* ‘small qamṣa’, /a/ as *al-pt al-kabira* ‘large patha/fatha’, and /e/ as *al-pt al-ṣaghira* ‘small patha/fatha’ (Allony 1965, 140, ln. 35; 142, lns 38–41).

The fifth vowel is /u/, which the author calls *al-ḍamma* ‘bringing together, pressing together’ (Allony 1965, 142, ln. 43), using the name for the same vowel in the Arabic grammatical tradition. They make no distinction between the one-dot (֚) and three-dot (א) signs. In Arabic, ḍamə is another phonetic vowel name, and refers to the contraction of the lips during the articulation of /u/. This meaning is similar to that of *qameṣ* ‘closing, contracting’, although here ḍamma is just a noun, rather than a participle. In the eleventh or early twelfth century, Hebrew grammarians calqued this name as the Hebrew noun *qibbuṣ* ‘bringing together’ (Dotan 2007, 634).

Next is /i/, which the *muṣawwitāt* author explains in greater detail, saying: אולסמס אללבפש והי אלתעפש על קראיה אטעפש פס קוה מקס אלפס The sixth is *al-khafda*, which is bent to a degree of inclination according to its speaker. It establishes the role of the noun’ (Allony 1965, 142, lns 45–46). It is unclear precisely what is meant by this sentence. The name khafda is simple enough: it comes from khaf’d ‘lowering’, an Arabic grammatical

---

13 Dotan notes that this name has been known “since the time of the Kimḥis.” See Khan (2020, 264).
term for the genitive case. In Classical Arabic, nouns in the genitive case are usually marked by final /i/, and khafḍ doubled as a name for the phoneme /i/ through at least the first half of the ninth century (Owens 1990, 59; Versteegh 1993, 18–19). The author of this text probably added the feminine suffix -a on analogy with the other Arabic vowel names (i.e., fatha, kasra, ḍamma).

The phrase ‘bent to a degree of inclination (inʿīṭāf)’ is more difficult to parse. It at first evokes the phonological concept of imāla ‘bending down, inclination’, which Arabic grammarians used to describe the fronting of a-vowels towards /i/. In the earliest Arabic tradition, this term was a ‘low’ classification for fronted allophones of /a/ (e.g., /e/, /e/), in contrast to naṣb ‘standing upright’, which indicated ‘higher’ allophones produced farther back of the mouth (/a/, /a/) (Posegay 2020, 207–9). An analogy with imāla is likely at play here, but the ‘inclination’ that the author indicates with inʿīṭāf probably also refers to the directed movement of air during articulation of /i/. That is, the airflow of /i/ is angled downward in comparison to that of other vowels, and this directionality further corresponds to the lexical meaning of khafḍ (Eldar 1983; Posegay 2020, 211–16). The author even calls it אִלָּמַךְ אֵל־מַכְּ לָמַךְ אֵל־מַכְּ הַאֵ יָאִ הִ אִי literally ‘the lowered vowel, I mean ʾi’ (Allony 1965, 144, ln. 53). Finally, the line ‘it establishes the role of the noun’ also seems to be connected to Arabic grammar, as only nouns can be in the khafḍ (genitive) case.

The seventh vowel is /o/, which the author names al-naṣba. They say והי אלואצפה ללאפעאל אלמאצׄיה ואלתׄאבתה וצפא Manafort עלי, ‘it is the marker for past verbs,
and it stabilises an inclined characteristic, according to a marker of inclination, establishing the role of the verb’ (Allony 1965, 142–44, Ins 48–50). In Arabic grammar, naṣb ‘standing upright’ is the name of the accusative case, which is usually marked by final /a/. Prior to the ninth century, naṣb was also an Arabic name for the phoneme /a/ (Owens 1990, 59; Versteegh 1993, 18–19), but here it represents /o/.

In opposition to khafḍ, the author emphasises the role of naṣba as a ‘stabiliser’ (thābita) that nullifies inclination (inʿiṭāf). This explanation mirrors the contrastive vowel phonology of naṣb and imāla in early Arabic grammar, associating front vowels (e.g., /i/) with ‘lowness’, and back vowels (e.g., /o/) with ‘height’. This duality is particularly salient with /o/ and /i/, as they are, respectively, the most- and least-backed Hebrew vowels. They thus occupy the highest and lowest steps on the scale of vowels within the mouth. Moreover, the association of naṣb with /o/ suggests that this author perceived the articulation of /o/ as having a ‘fixed upright’ direction of airflow, in contrast to the bent airstream of /i/. This association matches Saadia’s understanding of /o/, which he describes as ‘unwaver’ (ghayr hāʿida) in contrast to the other vowels that turn upwards or downwards (Skoss 1952, 292, Ins 10–11).

The names for /ɔ/, /e/, /a/, and /ɛ/ in this text—all based on the expanded relative system—seem to have been well established by the time it was written. By contrast, the terms for /u/, /i/, and /o/ do not have direct tenth-century Hebrew or Aramaic equivalents. The author thus gives lengthier phonological explanations for /i/ and /o/, and spells out ṭu and ʿi, reverting to the
most basic practice for identifying vowel phonemes. These details reinforce the conclusion that ʿammatā (/u/), khafā (/i/), and naṣbatā (/o/) were adopted later, separate from the expanded relative terms. These three Arabic names are the result of this author supplementing the expanded relative system, in the same way that other Masoretes supplemented pataḥ and qamesh with graphemic and phonetic names. This addition of Arabic case names to fill out a set of Hebrew vowel terms also parallels the Syriac linguistic tradition, where some grammarians adopted calques of naṣb (ezqopq, /ɔ/) and rajא (`rising’, massaqɔ, /o/) to identify their vowels (Posegay 2020, 216–18).

This muṣawwitāt text is a useful example of Arabic vowel terminology used in the Hebrew linguistic tradition, but it is by no means representative of all the connections between Arabic and Hebrew in this domain. A more comprehensive study is needed to form a clearer picture of this relationship, especially as it developed into the eleventh century. Such a study ought to include a number of additional sources, such as Saadia’s Commentary on Sefer Yeṣirah, Ḥayyūj’s Kitāb al-ʿAfʾal Dhawāt Ḥurūf al-Liyn, Yūsuf ibn Nūḥ’s Diqduq, Abū al-Faraj’s Ḥidāyat al-Qārī, and Yūsuf ibn Janāḥ’s Kitāb al-Luma, as well as the anonymous works Kitāb al-ʿUqūd fi Taṣārīf al-Luḥa al-ʿibrāniyya and Kitāb Naḥw al-ʿibrāni (to name but a few).

6.0. Conclusion

This paper is not exhaustive, and there are some other Hebrew and Aramaic names that do not appear in any of the sources examined here. For example, Gesenius (1817, §9 I) mentions ʿtāb
‘breaking’ as another name for /e/, which he presumes is a calque of kasra, the Arabic name for /i/ (Khan 2020, 261). Likewise, Dotan (2007, 634) lists ṣeṣem ‘simplicity’ as a name for /a/ and /ɛ/, but it does not occur as a vowel name in our sources.

That said, the present survey is sufficient to conclude that the eight modern Hebrew vowel names descend from four concurrent tenth-century vowel-naming conventions: (1) expanded relative terminology, (2) graphemic descriptions, (3) phonetic descriptions, and (4) Arabic grammatical terminology. Qameṣ and pataḥ were originally the Aramaic active participles קָמֵץ ‘contracting, closing’ and פָּתַח ‘opening’, respectively, which fossilised as absolute names for /ɔ/ and /a/ with the decline of the early Masoretic practice of relative vocalisation. Segol was first the Aramaic noun הַסְגוֹל, a name which equated the shape of the three-dot grapheme (ץ) for /ɛ/ with a bunch of grapes. Šere (/e/), hireq (/i/), holem (/o/), and shureq (/u/) began not as Hebrew words, but as the Aramaic nouns širyɔ ‘cracking, splitting’, ḥerqɔ ‘gnashing’, helmɔ ‘closing firmly’, and sherqɔ ‘whistling, hissing’, each of which indicates the physical action required to produce its respective phoneme. Finally, qubbuṣ is ultimately a calque of ḏamma ‘bringing together, pressing together’, the Arabic name for /u/.

The last major development in the history of the vowel names was the addition of ‘symbolic’ vowels. Around the eleventh century, Hebrew linguists started adopting the practice of including a vowel’s sound in its name (Steiner 2005, 380–81; Dotan 2007, 634). This sound symbolism persists to the present day, giving us forms like holem and shureq, rather than helem and
shereq. Over time, most of the graphemic vowel names and Arabic grammatical terms fell out of favour, leaving only the eight modern names that are still in use.

Still, the various conventions raise another question: what was the point of naming vowels at all? It seems that the earliest names evolved as pedagogical instructions for differentiating between the vowels of the /a/-/ɔ/ and /ɛ/-/e/ pairs. These pairs were generally not distinguished in Jewish Palestinian Aramaic (Fassberg 1990, 28–31, 53; Steiner 2005, 379–80), so new readers of Tiberian Hebrew would have needed the most assistance in learning their sounds. As such, if a Galilean student mistakenly read ʿa as ʾa, then their Tiberian teacher might have said ʾat qomeš pimmok ‘no, you contract your mouth’. Likewise, if they read ʾɔ for ʿa, then a Tiberian teacher would say ʾat ṭataḥ pimmok ‘no, you open your mouth’ (Steiner 2005, 375–77, 380). The same instructions applied to /e/ (ʾat qomeš pimmok) and /ɛ/ (ʾat ṭataḥ pimmok). These verbal directions relied on the contrastive principles of early relative vocalisation, and they likely solidified as absolute vowel names (pataḥ, qameš) only after the invention of the Tiberian vowel signs.

The phonetic names širyɔ, herqɔ, helmɔ, and sherqɔ can also be interpreted as pedagogical vocabulary, although there is no evidence that they were originally active participles. Each name indicates the proper positioning of the mouth in order to produce /e/, /i/, /o/, or /u/. Perhaps a child would have been instructed to say ʿa ‘with gnashing’ (b-herqɔ), or ʾa ‘with [the shape of] whistling’ (b-sheɾqɔ). These absolute names most likely emerged after
the invention of the Tiberian points, but could possibly predate them.

By contrast, the graphemic vowel names necessarily postdate the introduction of the vowel signs. They probably began as shorthand terminology for Masoretes who wanted written instructions on how to point a biblical text, rather than as verbal directions for new readers. In every case, then, vowel names aided instructors in explaining the biblical recitation tradition, whether in its oral or written form. This conclusion matches the words of the Masorete from our last μuṣawwitāt text: “The vowels have names which are suitable for them... so that they are easy to recognize and clear for the reader.”
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1.0. Introduction

The final vowel of the masculine singular (ms) imperative of strong verbs in the qal and derived stems alternates between a zero morpheme and -ā, e.g., זְכֹר ‘remember!’ (Exod. 32.13) vs. זְכֹר (Neh. 13.29), פְלָצַה ‘deliver!’ (Ps. 32.7) vs. פְלָצַה (Ps. 17.13), תָּנָה ‘station yourself!’ (2 Sam. 18.30) vs. תָּנָה (Job 33.5). Most weak verbal classes also show this alternation, e.g., שָׁב ‘sit!’ (Gen. 20.15) vs. שָׁב (Gen. 27.19), קוּם ‘arise!’ (Gen. 13.7) vs. קוּמ (Judg. 18.9), הָרָא ‘look!’ (Lam. 3.63) vs. הָרָא (1 Kgs 18.43). III-y verbs in the derived stems, however, show a different alternation in the final vowel of the ms imperative, namely, a zero morpheme and -ē.

Some III-y verbal roots appear in the derived stems with short forms, some appear with long forms, and yet others show up with both short and long, e.g., צָא ‘command!’ (Lev. 6.2) vs. צָא (Josh. 4.16), or חָצ ‘stretch forth!’ (Ps. 17.6) vs. חָצ (Ps. 71.2). Are there conditioning factors responsible for the choice of the III-y forms or are short and long merely stylistic variants? In the light of the conditioning factors that have been argued for the employment of short and long imperative forms in the strong and
weak (non-III-y) verbs (see below §3), I propose to re-examine the distribution of the short and long imperative forms in III-y verbs in Biblical Hebrew and the other ancient Hebrew corpora in order to see what factors, if any, regulate their use.

2.0. History of Scholarship

Medieval and modern grammarians have noted the existence of two forms of the III-y ms imperative, but, with few exceptions, have not attempted (e.g., GKC, 214) to explain the difference in use and distribution. Ibn Janah (Bacher 1896, 465) explained the lengthened form "multiply!" (Judg. 9.29) as תּוֹלְיָה זָה בֶּה ("a singular imperative that indicates generosity and grace"). Elijah Levita wrote in his commentary to Moses Qimhi’s מהלך שבילי הדעת (1563, 74) on the inflection of III-y verbs:

תּוֹלְיָה זָה בֶּה כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּмоֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ כְּמוֹ c

The Karaite grammarians, who considered the imperative to be the base of most verbal and some nominal forms (Khan 2000, 39), also noted that some verbs had two forms, of which the shorter one was apocopated from the longer (Skoss 1936–1945, II:503; Khan 2000, 188, 278, 352, 370; Vidro 2013, 276). They did not, however, address the question of whether there
was a difference in meaning or in use between the III-י ms imperatives.

In the modern period Ewald (1870, 588) thought that the vocalisation with ˢᵉʳᵉ was more poetic and Aramaic. Brockelmann (GvG, I:628) viewed the short forms as older inherited imperatives and those with final -ᵉ as new formations on the analogy of the imperfect. Bauer and Leander (1922, 414) attributed the existence of long and short forms of רָבָּה/רָבָּה and גָּדָה/גָּדָה to the merging of the III-י and III-ו classes and considered the final ˢᵉʳᵉ (for expected ḥɪʿeq) in the derived conjugations to be the result of analogy to the qal imperative. Lambert (1931–1938, 371–72, 374) was of the opinion that there was no clear distinction in use between רָבָּה/רָבָּה and רָבָּה/רָבָּה, but wondered if the long forms רָבָּה/רָבָּה, and רָבָּה (Judg. 9.29) were for marking entreaty, as he believed was the case with the lengthened imperative צָאָה ‘ SetValue’ which followed רָבָּה in the verse. Lipiński (2001, 357) commented that צָאָה/צָאָה as well as יִצְאָה/יִצְאָה represent graphic and dialectal differences, but did not offer an explanation. According to Qimron (2018, 173, 235 n. 234, 252) the short forms found in Ben-Sira and the Dead Sea Scrolls reflect spoken speech during the Second Temple Period. In the most recent treatment of the subject, Suchard (2020, 135–36) concurs with Brockelmann and the consensus that the short imperatives are the historically inherited forms. Suchard views the long forms in the derived verbal stems as the result of analogy with qal forms.¹

¹ See also Suchard (2017, 213–17).
3.0. Biblical Hebrew

Qal III-\(y\) imperatives show no fluctuation: there are only long forms, all of which end in \(\text{sere}\).\(^2\) Attested imperatives include \(\text{גֵּלֵ֔ל}\) ‘uncover!’ (Ezek. 12.3), \(\text{יְהֵֽוָה}\) ‘be!’ (also in \(\text{יִהְּנוּ}\) 13x), \(\text{יִֽהְּ֙וָ֔ה}\) ‘live!’ (Gen. 20.7; Prov. 4.4; 7.2), \(\text{מַעַ֖ה}\) ‘erase!’ (Ps. 51.3, 11), \(\text{מַעַה}\) ‘count!’ (2 Sam. 4.21), \(\text{עֲלֵ֑֚יָּ֖ה}\) ‘stretch out!’ (11x), \(\text{עֲלֵ֑֚יָ֖ה}\) ‘ascend!’ (39x), \(\text{עֲנֵ֑֚יָ֖ה}\) ‘answer!’ (Mic. 6.3; Prov. 26.5), \(\text{עֲשֵ֑֚יָ֖ה}\) ‘do!’ (62x), \(\text{מַעַ֖ה}\) ‘acquire!’ (20x), \(\text{רָ֑אֵ֖יָ֖ה}\) ‘see!’ (84x), \(\text{רָ֑אֵ֖יָ֖ה}\) ‘have dominion’ (Ps. 110.2), \(\text{מַעַ֖ה}\) ‘take captive!’ (Judg. 5.12), \(\text{שַ֑אֵ֖יָ֖ה}\) ‘drink!’ (8x). Only one \(n{	ext{if}}'\text{al}\) verb is attested and it is also with -\(\text{מַעַ֖ה}\): \(\text{רָ֑אֵ֖יָ֖ה}\) ‘show yourself!’ (1 Kgs 18.1).

The two examples of \(h{	ext{itpa}}'{	ext{el}}\) imperatives are both short and without a final vowel: \(\text{הֵֽוָ֔ה}\) ‘feign illness!’ (2 Sam. 13.5), \(\text{הֵֽוָ֔ה}\) ‘contend with!’ (Deut. 2.24).

It is in \(p{	ext{i}}'{	ext{el}}\) and \(h{	ext{if}}'\text{il}\) verbs that one finds fluctuation. Both short and long forms are found with the following verbs:

\(\text{ךְּ֔ה}\) ‘stretch forth!’ (Ps. 17.6; 119.3; 144.5; Prov. 4.20; 5.1; 22.17) vs. \(\text{ךְּ֔ה}\) (2 Kgs 19.16; Isa. 37.37; Ps. 31.3; 71.2; 86.1; 88.3; 102.3; Dan. 9.18)
\(\text{ךְּ֔ה}\) ‘strike!’ (Exod. 8.12; 2 Kgs 6.18; 13.18; Ezek. 21.19; Amos 9.1; Zech. 13.7) vs. \(\text{ךְּ֔ה}\) (Ezek. 6.11)
\(\text{ךְּ֔ה}\) ‘command!’ (Lev. 6.2; 24.2; Num. 5.2; 28.2; 34.2; 35.2; Deut. 2.4; 3.28; 2 Kgs 20.1; Isa. 28.10, 13; 38.1) vs. \(\text{ךְּ֔ה}\) (Josh. 4.16; 1 Kgs 5.20; Ps. 44.5)

---

\(^2\) Richard Steiner (2020) has recently argued that \(\text{אֶּת־וָ֔ה}\) in the notoriously difficult \(\text{אֶּת־וָ֔ה}\) (Num 21.14) is a short ms imperative ‘come!’ from the root \(אָתָר\).
The hif‘il ms imperative of ‘ה עֲלָה is attested with a short form three times: ‘bring up!’ (Exod. 8.1; 33.12; Num. 20.25). There is one possible example of the long form: ‘Bring up a mob against them and make them an object of horror and plunder!’ (Ezek. 23.46), though some prefer to take the verb as an infinitive absolute (e.g., BDB, 749a).³

Only short forms are found with the following pi‘el verbs: ‘uncover!’ (Ps. 119.18; 22); ‘entreat!’ (1 Kgs 13.6); ‘appoint!’ (Ps. 61.8); ‘test!’ (Dan. 1.12). On the other hand, only long forms show up with the pi‘el verbs ‘wait!’ (Hab. 2.3), ‘consume!’ (Ps. 59.14 [2x]; 74.11); ‘hope!’ (Jer. 8.15; 14.19; Hos. 12.7; Ps. 27.14 [2x]; 37.34; Prov. 20.22); ‘enlarge!’ (Judg. 9.29; with segol for expected sere). Another possible example is ‘Saturate its furrows, lower the fields, raise the new and future’ (Judg. 9.29; with segol for expected sere).

³ No morphological difference between the infinitive absolute and long form of the ms imperative is expected in hif‘il III-y verbs: both end in -ē. One should also bear in mind that the infinitive absolute overlaps in function with the imperative at the beginning of a clause, e.g., ‘Remember the Sabbath day!’ (Exod. 20.8). Those who prefer to analyse ה עֲלָה as an infinitive absolute do so because of parallelism to the infinitive absolute טְנַה in the continuation of the verse.
its ridges!’ (Ps. 65.11), though it is generally interpreted as an infinitive absolute ‘saturating’ (and ‘lowering’; e.g., BDB, 924a).\footnote{Like \( 
un \) the form \( \nunh \) can be taken as a \( p\acute{e}l \) imperative or infinitive absolute. See n. 2 above.}

Are there conditioning factors at play? Different possibilities come to mind. In the case of the two forms of the ms imperative of the strong verb, קַטֵל and קָטֵל, I believe the longer ones are marked forms indicating that the action is directed towards the speaker or for his benefit, whereas the short forms are usually used when the action is directed towards someone else (Fassberg 1999), e.g., נֵתֵנָה ‘give me!’ (Josh. 14.12) but נֵתֵנָה ‘and give him!’ (Josh. 7.19). This conditioned used is evident from the fact that the longer imperatives are more often than not followed by particles and nouns with the 1 s. and pl. suffix pronouns, e.g., נָגְשָה ‘serve me!’ (Gen. 27.25), נָגְשָה ‘let go of me!’ (Judg. 16.26), נָגְשָה ‘rule over us!’ (Judg. 9.8 qere), נָגְשָה ‘give us!’ (1 Sam. 8.5), נָגְשָה ‘save my life!’ (Ps. 116.4). Further proof is found in the use of the long imperatives נָגְשֶׁה, לָכֶה, and נָגְשֶׁה as exhortations before verbs in first-person cohortative forms, in which the speaker includes himself in the performance of the action (Mann 1954), e.g., נָגְשָה ‘let us make bricks!’ (Gen. 11.3), נָגְשֶׁה ‘let us make a covenant!’ (Gen. 31.44), נָגְשֶׁה ‘let us return!’ (Jer. 46.16). On the other hand, a pragmatic conditioning factor of respect and politeness on the part of inferiors when addressing superiors has been argued for the long forms by some scholars (Lambert 1931–
1938, 255–57; Kaufman 1991, 198), and others have spoken of stylistic variants (GKC, 132; Joüon 1923, 108–9; Waltke-O’Connor 1990, 571) or emphasis (Ewald 1870, 583; Meyer 1992, 221).

Do any of these interpretations fit the data of verbs III-y? As for direction towards the speaker, all eight occurrences of הָיַּשׁ are found involving direction to the speaker (2 Kgs 19.16; Isa. 37.17; Ps. 31.3; 71.2; 86.1; 88.3; 102.3; Dan 9.18), but הָיַּשׁ is also attested in a similar context in five of the six occurrences (Ps. 17.6; 119.36; Prov. 4.20; 5.1; 22.17; but not in Ps. 144.5). There does not seem to be direction towards the speaker with the other verbs.

As for being a polite form, צִיּוּּת is used when God addresses Moses (Lev. 6.2; 24.2; Num. 5.2; 28.2; 34.2; 35.2; Deut. 3.28) and when Isaiah turns to Hezekiah in the name of God (2 Kgs 20.1 = Isa. 38.1), whereas צִיּוּּת is employed by God in speaking to Joshua (Josh. 4.16), Solomon to Hiram (1 Kgs 5.20), and man to God (Ps. 44.5). צִיּוּּת is used when God speaks to Moses (Exod. 8.12), Ezekiel (Ezek. 21.19), Amos (Amos 9.1), and a prophet (Zech. 13.7), and it is also used when Elisha addresses Joash, king of Israel (2 Kgs 13.18); צִיּוּּת is attested when God turns to Ezekiel (Ezek. 6.11). צִיּוּּת is found in the speech of God when talking to Moses (Deut. 9.14), God turning to a messenger (2 Sam. 24.16 = 1 Chron. 21.15), the elders of Jabesh to Naḥash the Ammonite (1 Sam. 11.3), and Samuel to Saul (1 Sam. 15.16); צִיּוּּת occurs when

---

5 For discussions of politeness strategies in Biblical Hebrew, see, e.g., Estelle (2012) and Morrison (2013). Jenni (2002) proposes a further twist to the politeness strategy and suggests that the speaker adopts the long form when acknowledging the right of the addressee to refuse.
Jephthah’s daughter speaks with her father (Judg. 11.37), and Elisha with his servant (2 Kgs 4.27). Both אֲשֶׁר הָיֹה is spoken by man to God (2 Kgs 19.16; Isa. 37.17; Ps. 31.3; 71.2; 86.1; 88.3; 102.3; Dan. 9.18); אֲשֶׁר הָיֹה is also uttered by man to God (Ps. 17.6; 119.36; 144.5) as well as by a father to a son (Prov. 4.20; 5.1; 22.17). In short, it does not appear that either interpretation, direction to the speaker or politeness, applies to III-y imperatives.

Is the choice of form dependent upon the collocation? צ ו אֶּת־ב נ י שָׁרָא ל is common to Lev. 24.2; Num. 5.2; 28.2; 34.2; 35.2. There is no such collocation with צ ו ה. אֲשֶׁר נ הָי occurs in Ps. 17.6; Prov. 4.20; 5.1; and 22.17, yet צ ו הָי can be seen in Ps. 31.3; 71.2; 88.3; 102.3; צ ו הָי is found in 2 Kgs 19.16; Isa. 37.17; and Ps. 86.1; and צ ו הָי in Dan. 9.18. The short form is attested with another part of the body: צ ו ה הָי (Ps. 119.36). Due to the limited number of III-y ms imperatives, it is difficult to say more about the possibility of other collocations.

Further analysis of the data, however, hints at possible chronological conditioning. In those cases where there is a short and long pair of the masculine singular, the long form is absent from the Pentateuch and is attested only in the Prophets and the Writings. This suggests that the long form became more frequent as time went by.  

That is not to say, however, that the short form

---

6 According to most biblical scholars, the Pentateuch was the first section of the Hebrew Bible to have crystallized. Therefore one may generally assume that its language is also older than that found in the Prophets and the Writings. This is certainly true when looking at the language of the exilic and post-exilic books. See Fassberg (2012, 173–74).
is restricted to the Pentateuch. Prosodic factors probably played a role in the choice of form, particularly in poetic contexts.

4.0. Other Ancient Hebrew Corpora

4.1. Epigraphic Hebrew

Inscriptional material from the First Temple period yields no unequivocal examples of ms III-y imperatives. Although graphically interpretable as imperatives, the following forms have been taken contextually as 3 ms perfect forms: ‘and now your servant has inclined his heart’ (Arad 40.4); ‘and now behold my lord has done’ (Arad 21.3); ‘thus did your servant. I wrote on the door/sheet’ (Lachish 4.3). Another example, ‘make your way!’, has been interpreted by Lemaire and Yardeni (2006, 197–98) and Aḥituv (2012, 201) as a defective spelling for the qal imperative, but by Bloch (2014) as the piʿel imperative, which is unattested in the Hebrew Bible.

4.2. Ben Sira

The book of Ben Sira contains a number of III-y imperatives. All qal imperatives, as expected, are long: ‘be like!’ (38.5 MS B), ‘be!’ (4.10 MS A + 9x), ‘yearn for!’ (38.16 MS B), ‘answer!’ (5.12 MSS A and C; 9.14 MS A), ‘do!’ (14.16 MS A; 51.30 MS C), ‘see!’ (6.36 MS A + 3x), ‘graze!’ (34.15 MS B; 38.16 MSS B and D), ‘repeat!’ (33.6 MS B). There is one nifʿal, which is long: ‘seek counsel!’ (4.28; < "צ"ו). Three short forms of piʿel verbs are attested: ‘finish!’ (35.8 MS B; as opposed to MT כָּל Ps. 74.11),
‘test!’ (37.27 [2x], cf. MT יָסֹּ֣ת Dan. 1.12) and חָזַ֑ק ‘entice!’ (30.23 MS B; there are no biblical occurrences of the ms). There are also two long forms: שֵׁנֶ֑ה ‘hope!’ (6.19 MSS A and C + 2x) and פָּתַ֑א ‘change!’ (33.6 MS B). As for hif‘il verbs, the short form of נְס" is attested three times, all in collocations containing parts of the body: רָפַ֑א ‘bend your shoulder and carry her’ (6.25 MS A), and וְאַלְּcu לָעַ֑ז ‘and if you incline your ear, you will be disciplined’ (6.33 MS A). Qimron (2018, 173 n. 52) believes there is an additional example in הָרֶ֑ב ‘increase!’ (30.38 MS E), though the reading is not certain. There might be one short hitpa‘el imperative, if the proposed reading and reconstruction by Ben-Ḥayyim are correct: נִבְּחַ֑י ‘make friends!’ (11.1 MS A; Ben-Ḥayyim 1973, 281; so, too, Qimron 2018, 173 n. 52).

4.3. Dead Sea Scrolls from Qumran

One finds in the Dead Sea Scrolls from Qumran both short and long forms. In the biblical scrolls the imperatives correspond almost always to those attested in the Masoretic Text (Qimron, 2018, 173 n. 51). In the non-biblical manuscripts, the forms usually echo those found in biblical collocations. Here are the Qumran attestations:

גְּלָעָ֑י (4QPsֶh[4Q90] 1–2, 18 = Ps. 119.18; 11QPs־א[11Q5] VII, 4 = Ps. 119.18)

חֵשֵׁ֑ה (1QIsa XXX, 22 = Isa. 37.17); חֵשֵׁ֑ה (4QPsֶס[4Q83] 9 II, 6 = Ps. 71.2); חֵשֵׁ֑ה (11QPs־א[11Q5] XXIV, 4 = Ps. 144.3); חֵשֵׁ֑ה (11QPs־א[11Q5] XXIII, 15–16 = Ps. 144.5)
Possible additional examples that occur in poorly preserved contexts include

ברור טבל על גלגל חさせて頂 (4QPapRit Pur B [4Q512] 106, 1; perfect?)
(4QMysta [4Q299] 8, 6; perfect?; [4QBarkhi Nafshi] [4Q434] 1 I, 7; adverb ח炝ה ורבח?

4.4. Other Sites in the Judean Desert

In the Judean Desert material from between the First and Second Jewish Revolts, there are two poorly preserved examples from biblical texts: [4/6Hev 1b 13 II, 5 = Ps. 31.3] and [4Q7 [4Q491] f8, 4–5 = Ps. 51.4] Other instances are
attested in the Bar Kosiba letters and only with the *qal* verb: "هو" (Hebrew שָלֹם) means 'be well!' (Mur 44.8); (Hebrew שָלֹם) means (Hebrew שָלֹם) (Mur 46.11); the "'alef is apparently an error); (Hebrew שָלֹם) (Mur 42.7); (Hebrew שָלֹם) (Yadin 49.14). This imperative form is taken by many to be Aramaic and not Hebrew, as are the instances of "'הו" in Biblical Hebrew, Samaritan Hebrew, and Tannaitic Hebrew (Mor 2016, 158 nn. 855–57).

### 4.5. Samaritan Pentateuch

There are no short imperatives in the oral tradition of the Samaritan Pentateuch. All forms in all stems end in a final -*i*, *e.g.*, eli ‘ascend!’ (Samaritan Pentateuchal written tradition = MT עַלּוֹ,). MT 'order!' (e.g., Deut. 2.4) is realized as šābi (in the written tradition, and MT 'strike!' (Exod. 8.12) as wakki (written tradition; Ben-Ḥayyim 2000, 186–87). The III-ʾ verbs 'fill' and 'call' follow the inflection of III-*y* verbs: mēli (MT מלאֵי, Gen. 44.1 = ceil), målli (MT貘ְלָי, Gen. 29.27 = MT貘ְלָי, qēri (MTwriteln script, Deut. 31.14 = MTwriteln script). The originally III-*y* verb nētā ‘stretch forth!’ (Exod. 7.19 = MT writeln script) always (11x) ends with an *a*-vowel, for it appears to have been treated as if from the root *nā* (written script) (Ben-Ḥayyim 2000, 146).

---

7 Signs of the merger of verbs III-ʾ and III-*y* can be found already in Classical Biblical Hebrew (GKC, 206). The phenomenon increases in the Second Temple period, as seen in the Dead Sea Scrolls (Kutscher 1974, 343) and particularly Tannaitic Hebrew (Segal 1927, 90). The merger of III-ʾ and III-*y* is a salient feature of Aramaic.
\textit{arr\textsuperscript{af}} (הָרֹּפֶּה Deut. 9.14 = MT הרֶפֶה) is derived in the Samaritan tradition from \textit{רפְּ} (Ben-\textsuperscript{Hayyim} 2000, 186 n. 139).

4.6. \textbf{Secunda}

Two imperatival forms are attested in the Secunda of the Hexapla, both of which correspond to the Masoretic Text (Brønno 1943, 100): \textit{αἰη} (Ps. 30.11; 31.3); \textit{εττη} (Ps. 31.3).

4.7. \textbf{Tannaitic Hebrew}

Tannaitic Hebrew evidences the long forms in all stems (Segal 1927, 92; Haneman 1980, 385–87), e.g., \textit{רֶפֶּה} ‘let me alone so that I will destroy them’ (Sifre 27, citing Deut. 9.14), \textit{תֶּטֶּה} ‘incline your ear to hear!’ (Seder Olam Rabba, citing Prov. 22.17). An exception is \textit{עֶלְּ} ‘bring up!’, which is attested in \textit{עֶלְּ אַתְּ הַפִּיּוֹת הָאֲוָל לֵיָּרוֹשְׁלָם לְחָלֵל} ‘bring up these fruits to Jerusalem to distribute!’ (m. \textit{Ma‘aser Sheni} 3.1; t. Shev. 6.23).

5.0. \textbf{Conclusion}

The distribution of long and short forms of the ms imperative of III-\textit{y} verbs does not correspond to the conditioning factors that have been suggested for the short and long forms of the ms imperative of strong verbs and most weak verbs. The data from ancient Hebrew sources seem to indicate that the later the text, the greater the chance that one will find in it long ms III-\textit{y} imperative forms in the derived conjugations. This is the case in the later books of the Hebrew Bible, in the oral tradition of the Samaritan
Pentateuch, and in the Dead Sea Scrolls. In Ben Sira one finds two short forms unattested in Biblical Hebrew as well as an unattested long form.

It has been suggested by Qimron that the existence of short ms III-y imperative forms in Ben Sira and the Dead Sea Scrolls is proof that the short forms were used in speech in the Second Temple period. This interpretation of the data should be viewed in the light of Qimron’s general approach that the orthography of the Dead Sea Scrolls should often be taken at face value and may represent the *ipsissima verba* of the Qumran community. Such an explanation of the written data, I believe, underestimates the role of written classicisms in the Hebrew of the Second Temple period, a period when writers tried and, on the whole, succeeded in imitating the Hebrew of the First Temple period (Kutscher 1974, 31). Scribes knew the classical biblical system and generated new forms that were unattested in writings from the First Temple period. At times they were guilty of pseudo-classicisms (Joosten 1999). The existence of III-y short forms in Second Temple Period texts does not prove that Hebrew speakers continued to generate short forms in speech. It does prove, however, that they continued to write them.
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The verbal root √hlk, with the original meaning ‘to go’, is attested in almost every branch of the Semitic language family, including Hebrew. In most cases it behaves irregularly, exhibiting unexpected paradigms. The phonological changes responsible for the anomalous forms are often equally irregular and therefore *ad hoc*.

Irregular forms of √hlk are well known and many scholarly opinions on their appearance in the individual languages have been shared. Despite parallels between the various Semitic languages, an investigation from a general Semitic point of view

---

1 This paper entails most of the content of the poster I presented at the conference *Biblical and Rabbinic Hebrew: New Perspectives in Philology and Linguistics*, Cambridge, 8–10 July 2019. I am grateful for the opportunity to elaborate on the matter’s theoretical background. I would also like to thank those who have reviewed this contribution at any stage of its development. Any remaining errors are, of course, my own. Abbreviations: Mb = Moabite, Ph = Phoenician, Pun = Punic, Ug = Ugaritic, DA = Deir ‘Allā, Aram = Aramaic (varieties), ClArab = Classical Arabic, Akk = Akkadian, Ebl = Eblaite, pf. = perfect, impf. = imperfect, pret. = preterite, impv. = imperative, inf. = infinitive, a.ptc. = active participle, X > Y = sound change, X → Y = analogical change.
is lacking. In this paper I will point out these parallels, albeit with a slight focus on Biblical Hebrew and its closest Northwest Semitic relatives. Moreover, I will make use of modern linguistic theory in order to explain why some developments are more likely to have happened than others.

1.0. The Data

We find verbal forms of √hlk in Akkadian, Arabic, and almost all Northwest Semitic languages. The table on the following page sums up the most common forms in each language.

In most languages the first radical h is missing or behaves irregularly in many forms, marked in the table with shading. The rationale behind this peculiar feature of √hlk is the main subject of this paper and will be treated in detail below. Here I confine myself to select observations.

Excluded from the table are the Biblical Hebrew ‘strong’ formations, namely prefix conjugations that preserve the first radical, such as imperfect יַהֲלֹךְ and construct infinitive הֲלֹךְ. They are rare: the 19 such formations are contrasted with exactly 1000 ‘weak’ formations. Furthermore, their restricted attestation in presumed foreign or ‘non-Judahite’ passages, such as the book of Job (6x) and the Balaam narrative (3x), suggests that they are

---

2 The root is not found in some scarcely attested epigraphic Northwest Semitic languages. In Modern South Arabian a trace of this root may be found in √tlk ‘to lead (an animal by a rope)’ (Mehri tlūk, Jibbali etlēk, and Soqoṭri tʼēlek), which can be explained as a causative derivative of √hlk (Kogan 2015, 573). Ethiopic attestations of √hlk, e.g., Tigre halkä ‘to exert oneself, to die’ and Tigrinya haläkä ‘to toil, to get weary’ are borrowings from Arabic (Kogan 2015, 234–35, fn. 689).
<table>
<thead>
<tr>
<th></th>
<th>BH</th>
<th>Mb</th>
<th>Ph/Pun</th>
<th>Ug</th>
<th>DA</th>
<th>Aram</th>
<th>ClArab</th>
<th>Akk</th>
<th>Ebl</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>'to go'</td>
<td>'to go'</td>
<td>'to go'</td>
<td>'to go'</td>
<td>'to die' (^a)</td>
<td>'to perish'</td>
<td>'to go'</td>
<td>'to go'</td>
<td></td>
</tr>
<tr>
<td>pf.</td>
<td>hālāk</td>
<td>ylkt(_{15})</td>
<td>hlk</td>
<td>hlk(_{3p})</td>
<td>hlk</td>
<td>halaka</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>impf.</td>
<td>yēlēk</td>
<td>t[l]k(_{3ps})?</td>
<td>ylk</td>
<td>[yəhāk]</td>
<td>yahliku</td>
<td>ʾilla(^k)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pret.</td>
<td>wayyēlek</td>
<td>ʾhlk(_{15})</td>
<td>ylk</td>
<td>[məhāk]</td>
<td>hulk-</td>
<td>alākum</td>
<td>halākum/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>impv.</td>
<td>lēk</td>
<td>lk</td>
<td>lk</td>
<td>lk</td>
<td>lk(_{MP})</td>
<td>ihlik</td>
<td>alik</td>
<td></td>
<td></td>
</tr>
<tr>
<td>inf.</td>
<td>léket</td>
<td>lkt</td>
<td>lkt</td>
<td>[məhāk]</td>
<td>hulk-</td>
<td>alākum</td>
<td>haʾākum</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a.ptc.</td>
<td>hōlek</td>
<td>ʾlk</td>
<td>hlk</td>
<td>hālik-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gt impf.</td>
<td>—</td>
<td>—</td>
<td>ytlk</td>
<td>yahallēk</td>
<td></td>
<td>yahtaliku</td>
<td>ittallak</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D impf.</td>
<td>yahallēk</td>
<td>—</td>
<td>yhlk</td>
<td>yuhalliku</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C impf.</td>
<td>yōlīk</td>
<td>ylk</td>
<td>āšhlk(_{15})</td>
<td>yuhliku</td>
<td>ušāllak</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) G-stem perfect forms of √hlk are attested in Palmyrene and Nabatean Aramaic only, and at least in Nabatean the meaning is clearly ‘to die’ (Hoftijzer and Jongeling 1995, s.v. hlk). The use of the G-stem with this meaning is probably due to Arabic influence, but the euphemistic use of ‘to go’ for ‘to die’ is also attested in other Northwest Semitic languages (cf. English gone or depart in the same sense). Derivations of the G-stem with meanings that can be associated with ‘to go’ exist in various Aramaic varieties. The Aramaic meaning of the D-stem of √hlk, ‘to walk (around)’, concurs with the Biblical Hebrew piʿʿel.
style-switching features (cf. Rendsburg 2003, feature II.C.7). These forms have been linked to the Moabite consecutive imperfect \( w'hlk \) ‘and I went’ (Mesha’ ln. 14–15), but it should be noted that the strong consecutive imperfect is very rare, being attested only twice in Biblical Hebrew, of which \( \mathcal{T}_{\text{lkh}} \) ‘and (fire/lightning) ran’ (Exod. 9.23) may actually be a pi\('el\) form (Joüon and Muraoka 2011, §75g: lectio mixta) (the second is \( \mathcal{T}_{\text{lykh}} \) ‘and he passes’ [Job 14.20]).

Prior to the discovery of Ugaritic, the absence of the first radical was commonly explained as a result of dissimilatory loss of this consonant in the hif\('il\), i.e., \(^*\text{hahlīk} > \text{hālīk} > \text{hōlīk},\) after which it spread to the qal by analogy with the I-w verbs (Praetorius 1882). Not only is it most unlikely for analogy to act from a less commonly occurring paradigm to a more common one (see §3.0), this explanation was also no longer tenable when

---

3 In the Balaam narrative another instance of forms of \( \mathcal{T}_{\text{llk}} \) that alternate between foreigners and speakers of Hebrew is use of the long imperative \( \text{llē} \) by foreigners (Balaam, Balak, etc.), while God exclusively commands with the short variant \( \text{llē} \). On the other hand, this can also be explained according to the theory that the long imperative expresses motion towards or for the benefit of the speaker (Fassberg 1999).

4 In relation to the Moabite imperative \( \text{lk} \) (Mesha’ ln. 14), where the first radical was lost, Blau (1979, 145–46) suggests that Moabite reflects a more archaic stage than Biblical Hebrew. Although it is indeed most likely that the elision of \( h \) started in the imperative (cf. below), I would argue that this development happened at an earlier stage (cf. Ugaritic \( \text{lk} \) and \( \text{ylk} \)). I consider it more likely that \( w'hlk \) does not represent an actual Moabite form, as the consecutive imperfect was not native to the spoken Moabite language, but a literary feature borrowed from the more prestigious Hebrew (Gzella 2011, 430).
Ugaritic turned out to have lost the first radical in the G-stem (imperf. *ylk, inf. *lkt), but not in the C-stem (imperf. *āšlkš). Although Praetorius’ theory of dissimilation remains plausible for the hifʿil (Meyer 1992, §78.9b), it is found nowhere else in Biblical Hebrew, and is therefore an *ad hoc* solution.5

2.0. Frequency

There are multiple ways in which frequency, more specifically token frequency,6 plays a significant role in language change.

5 The only other Biblical Hebrew causative form of a I-h verb, the hofʿal יָהֵפ ‘it has (been) turned’ (Job 30.15), was identified as an analogical restoration by Praetorius (1882, 311–12). On the other hand, the change *ʾaʾ- > *ʾā- (e.g., *ʾaʾhabi > *ʾāhabi > אָהָב vs. *yiʾhabi- > יֶאֱהַב), to which Praetorius links the dissimilation of *hah-, is unrelated, as it is not a case of dissimilation; a glottal stop was regularly lost in syllable-final position (and only analogically restored in the less frequent verbs; Suchard 2019, 72). Note also that the qal prefix conjugation forms of I-־ virtually always (92 percent) preserves the first radical in spelling (e.g., יָאָכַל), whereas the -ā- (< *-aw-) in the hifʿil prefix conjugations of יָלֵֽל (76 percent) and I-w verbs (75 percent) is relatively less often written with a mater lectionis.

6 It is very important in this matter to distinguish between token frequency, how often a phenomenon (word, sound, morpheme, etc.) is *used* in a language, and type frequency, which refers to how often a phenomenon *occurs* in a language (often based on dictionary counts). One could say that type frequency concerns *langue* and token frequency concerns *parole*. The distinction between the two is exemplified by regular vs. irregular verbs in English: almost 95 percent of the verbs are regular (type frequency), but attestations of irregular verbs outnumber
High token frequency can either stimulate or prevent formal change. This paradox is explained by the Frequency–Implementation Hypothesis:

Changes which require analysis—whether syntactic, morphological, or phonological—during their implementation affect the least frequent words first; others affect the most frequent words first. (Phillips 2001, 134)

‘Analysis’ in this context is to be understood as the fragmentation of an utterance into individual words, morphemes, or sounds as performed by the speech recipient in order to interpret the message. Common phrases and words, however, are perceived as single units rather than sequences of elements (Phillips 2001, 127). An example of this is the grammaticalised use of American English I am going to, which can be phonetically reduced to [ˈaimərə] without becoming misunderstood (Bybee 2001, 11). From the speaker’s perspective, recurring utterances of a word or phrase undergo ‘automation’ like other highly repetitive behaviours, and become less clearly articulated (Bybee 2015, 41). At the other side of the conversation, phonetic reduction (i.e., deficient articulation) generally causes interpretation issues for the listener, but this does not apply to contextually predictable words—and the more frequent a particular form, the more predictable it is.

The other aspect of the Frequency–Implementation Hypothesis, the stability of frequent words, can be attributed to the fact that “the more token frequency a form has, the better

those of regular verbs (token frequency) (Berg 2014, 209). Unless otherwise specified, in the remainder of this paper the label ‘frequency’ refers to token frequency.
and earlier it is stored in the brain” (Dressler 1985, 333). As such, frequent forms are accessed more easily, irrespective of their morphological irregularity (Bybee 2015, 95). A speaker of English will reproduce the past tense of to go correctly as went without hesitation, whereas he needs to derive the past tense form of a verb like to vamoose or to abscond. Because went occurs frequently, it is stored in the human mind as a lexical item separate from the present tense of to go. Hence, very frequent forms are resistant to paradigmatic levelling, which is the most significant change that requires morphological analysis (cf. Phillips 2001, 134). For instance, as word-initial *w had become *y in Proto-Northwest Semitic, Biblical Hebrew stative I-w verbs like *wqd > יָכַל ‘to burn’ were reanalysed as I-y verbs on the basis of the forms where it had changed, e.g., the perfect *waqada > *yaqada, causing the analogical replacement of word-internal *w with *y, such as the imperfect *yiqwadu → *yiyyqadu > יִיָשַׁר ‘it will burn’. The frequently occurring *yiwkalu ‘he will be able’, however, did not undergo this analogical levelling, resulting in the form יִוְקַל (Blau 2010, §§1.16.2, 1.16.4). Similarly, נתנ ‘to give’ is the only III-n verb in which the third radical is assimilated to a following consonant, e.g., נָתַַת י ‘I gave’ vs. שָכַנְת י ‘I dwelt’; the verb’s high frequency blocked a morphological analysis nāṭan + -tī (cf. Blau 2010, §4.3.8.3.4).

In conclusion, frequently occurring forms exhibit consistent but irregular phonetic reductions that are resistant to paradigmatic levelling.

The verb for ‘to go’ (i.e., denoting basic motion) belongs to the most basic lexical stratum of every language and is uttered
very often. Within the selection of Biblical Hebrew discourse clauses (based on the annotations of Van Peursen, Sikkel, and Roorda 2015) תִּלְכָּ ranks among the six most frequently used verbs. Among the forms of this verb the 2ms לָלְךָ (and morphological variants, 140 attestations) and 2mpl לָלְכֵּי (83) imperative forms are the most common forms, accounting for more than a quarter of all qal forms of לִלְכָּ in direct speech (774 in total). This aligns with the paradigmatic independence that is found with imperatives, in particular basic directives like ‘go!’, ‘come!’, ‘give!’, ‘take!’, all over the world (cf. Veselinova 2006, 139; Maiden, Swearingen, and O’Neill 2009, 105–6). Hence, it is by no means surprising that this form is phonologically reduced throughout Northwest Semitic. At some stage the *h in *hlik, as is probably the proto-form of Akkadian alik. However, the exact reflex of the form is irrelevant: irregular phonological reduction can just as well account for the loss of an entire (unstressed) syllable *ha-.

---

7 High-frequency-induced developments are based on occurrences in the spoken language. As the differences in the use of verbal forms between narrative and discourse clauses in Biblical Hebrew are clear (cf. consecutive imperfect vs. imperative), it is a necessity to distinguish these for any frequency analysis.

8 Besides token frequency, the paradigmatic autonomy of imperatives can be attributed to their acquisition in a pre-morphological phase in several languages, including Modern Hebrew (Berman 1985, 268). Because the language learner is not aware of a verbal paradigm, “[imperatives] are at this stage indistinguishable from interjections” (Maiden, Swearingen, and O’Neill 2009, 106).

9 Some may prefer to reconstruct a bisyllabic form, such as *halik or *hilik (e.g., Blau 2010, §4.3.5.2.4.1), as is probably the proto-form of Akkadian alik. However, the exact reflex of the form is irrelevant: irregular phonological reduction can just as well account for the loss of an entire (unstressed) syllable *ha-.
standing in a phonetically unstable position, was dropped.\textsuperscript{10} Due to a lack of data, it is impossible to date this development more accurately than somewhere between Proto-Semitic and Proto-Northwest Semitic;\textsuperscript{11} at least the Akkadian imperative \textit{alik}, probably going back to \textit{*halik}, did not participate. Akkadian does show another irregular phonological reduction in the paradigm of \textit{alākum}: original \textit{*h} exceptionally assimilated to an adjacent consonant, e.g., \textit{illik} < \textit{*yihlik-}, \textit{ittalak} < \textit{*yihtalik-} (or \textit{*yithalik-}; Kouwenberg 2010, 546, fn. 114).\textsuperscript{12} Most likely, this assimilation first occurred in the most frequent form where \textit{*h} stood before a consonant, for instance the preterite \textit{*yihlik-}, later spreading to other forms, presumably on analogy with I-\textit{n} verbs.\textsuperscript{13}

\textsuperscript{10} Blau (2010, §3.3.5.5.2; cf. 1979, 145 fn. 14) even appears to assume that the root-initial \textit{h} was lost in the qal imperative of all I-\textit{h} verbs, later being restored by analogy (e.g., \textit{*hpuk} > \textit{*puk} > \textit{הֲפֹך}). Although it is phonetically not unlikely that the cluster-initial position was too unstable for a glottal consonant, there is no evidence pointing towards this unnecessary sound law.

\textsuperscript{11} If the Modern South Arabian causative root \textit{√tlk} ‘to lead (an animal by a rope)’ is indeed related to \textit{√hlk} (see fn. 2 above), it hints at the loss of \textit{h} in the shared ancestor of Modern South Arabian and Northwest Semitic, i.e., Proto-West Semitic. However, these may reflect two parallel, yet independent, developments.

\textsuperscript{12} That \textit{*h} does not regularly assimilate to an adjacent consonant in Akkadian can be seen from, e.g., \textit{itawu} < \textit{*yihtawiw-} and \textit{ālum} < \textit{*yahlum} (Huehnergard 2002, 170, fn. 26).

\textsuperscript{13} Aramaic forms like impf. 3ms \textit{yhk} / \textit{ןַּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּּ
3.0. Analogy

In the past, historical linguistics has been accused of using analogy as a ‘wastebasket’ for linguistic changes that could not be explained by regular change or borrowings (Campbell 2013, 91). There are, however, several tendencies that aid us in understanding how and—perhaps most importantly—in which direction analogical changes operate (Bybee 2015, 115).

In the first place, forms that influence each other must be semantically related (belonging to the same morphological category) as well as phonologically similar. For instance, the past tense of verb A cannot be analogically reshaped directly on the basis of the present tense of verb B. In the second place, analogical change regularly operates from a basic to a derived form within a paradigm (Kuryłowicz 1945, 23). The basic form is identified as the ‘least marked’ in terms of phonology (short > long), morphology (stem only > with affixes), semantics (e.g., singular > plural; masculine > feminine; active > passive; present > past, future), and, above all, token frequency (frequent > rare). Bybee stipulates the following hypothesis:

High-frequency forms are resistant to change on the basis of the structure of other forms or patterns, and more likely

two reasons to question this assumption: (1) the stem-vowel ā (attested in Biblical Aramaic) does not agree with the characteristic i of √hlk; (2) it is very unlikely that the phonetically less stable *h would be preserved in favour of *l (Bybee 2001, 73–74). It goes beyond the scope of this contribution to treat the case of Aramaic ‘to go’ in depth, which I intend to do in a future publication (Groen forthcoming).
to serve as the basis of such change in low-frequency forms. (2015, 102)

Accordingly, after the collapse of the case systems, the Bronze Age Northwest Semitic languages generalised the presumably more frequent oblique plural ending *-īm/n rather than the morphologically less marked nominative *-ūm/n. Perhaps the most famous case of analogy in Biblical Hebrew verbal morphology is the introduction of i in the stem of the strong verb hif’il imperfect ִּים on the basis of analogy to II-wy hif’il, e.g., אָשֶׁר:


It may seem unlikely that a rather limited verb class can influence the paradigm of a regular verb, but less so when we see that among hif’il imperfect forms in Biblical Hebrew direct speech clauses the II-wy הדשב ‘to return (trans.)’ is the most common verb, with אָבְד ‘to bring, insert’ being third.14

Thus, even though frequent forms behave independently of the rest of the paradigm, they can conversely serve as an analogical model for less frequent forms within the paradigm.

---

14 Unfortunately, the data (Van Peursen, Sikkel, and Roorda 2015) does not distinguish between imperfect and jussive or ‘short imperfect’ forms (consecutive imperfects are marked and have been excluded from this count). Although the distinction between these forms is essential in this analogy—only the II-wy (long) imperfect *yaqīmu > יָקֵם, triggered the analogical change to *yaqību > יָקִיב (vs. jussive *yaqīm > יָקֵם, and consecutive imperfect *wayyaqīb > וַיָּקִיב)—the length of the theme vowel is obscured by such factors as verbal ending, object suffix, weak third radical (e.g., אָבְד ‘to bring, insert’), and ambiguous origin (such as the frequent יוֹסִיף/יוֹסֵף; Huehnergard 2005, 467–68).
Given the morphological relationship between the imperative and the prefix conjugations (including the construct infinitive), we may expect the latter to be reshaped in analogy to the phonologically reduced imperative of √hlk, as shown in (2). After all, the imperative *{(h)lik} is more basic than the imperfect *ya-(h)lik- in terms of phonology, morphology, and frequency.\textsuperscript{15}

(2) \quad \text{impv. } \ast qtil : \text{impf. } \ast yaqtil- :: \text{impv. } \ast lik : \text{impf. } X; X = \ast yalik-

Additionally, the anomalous paradigm of √hlk was associated with the scheme of the active I-w verbs already before Praetorius (1882). The active I-w verbs, most of which are motion verbs like √hlk (e.g., √wrd ‘to descend’, √wṣ́ʾ ‘to go out’, √wθb ‘to sit down’, √wbl ‘to bring’), are characterised by a biradical stem with stem vowel i throughout the Semitic languages.

\begin{center}
\begin{tabular}{lcccccc}
\hline
 & BH & Ph & Ug & Aram & CIArab & Akk \\
\hline
impf. & yērēd & yšb & yrd & yittiḇ & yaridu & urrad \\
impv. & rēḏ & ld\textsubscript{FS} & rd & teḇ & rid & rid \\
inf.cs. & rêḏēt & šbt & θbt & — & — & — \\
\hline
\end{tabular}
\end{center}

The similarities of this verb class with √hlk may have formed an additional impetus for the previous analogical development and also explain the feminine ending -t for the construct infinitive (another hallmark of I-w verbs in Northwest Semitic):

\textsuperscript{15} Cf. Maiden, Swearingen, and O’Neill (2009, 100, with examples on pp. 102–3): “imperatives are ‘basic’ members of their paradigms, in that they tend both to resist intraparadigmatic leveling and sometimes to be the source of such leveling” (emphasis in the original).
This development could have happened at any time in the history of the (West) Semitic languages after the loss of the first radical in the imperative. Only in Phoenician did it also spread to the qal perfect \( ylk_t \), parallel to the levelling in the paradigm of the verb \( \sqrt{ntn} \) ‘to give’ in both Phoenician and Ugaritic (impv. */tin/, impf. */yatin-/, pf. */yatan(a)/). On the basis of Hebrew (Blau 2010, §3.3.5.5.1) and Phoenician (\( yip\’il \) pf. \( ylk \) and impf. \( ylk \)), I would postulate an additional extension of I-w forms to the causative stem of \( \sqrt{hlk} \) in Proto-Canaanite. The dissimilatory rule \( *hah- > *hā- (> hō-) \) put forward by Praetorius (1882) would explain the dissimilarity with Ugaritic \( \#shlk \) *\( /a\̄šahlik-/ \), though it is unnecessary and otherwise \textit{ad hoc} (see above). If it happened, it must have done so before Phoenician shifted the causative morpheme from \( *hi- \) to \( *yi- \).

But were the imperfect forms of \( \sqrt{hlk} \) not frequent enough to resist paradigmatic levelling?\(^{17}\) It is possible that the loss of \( h \)

---

\(^{16}\) Note that the root-initial \( y \) also occurs in Phoenician and Ugaritic nominal derivatives of original \( \sqrt{ntn} \) (e.g., Punic \( ytn \) ‘giving, presentation’; Ugaritic \( ytn \) ‘gift, offering’), but not with \( \sqrt{hlk} \) (e.g., Ugaritic \( hlk \) ‘walk, course’ and \( hlkt \) ‘conduct, way of acting’); Punic \( uulech \) ‘traveller, guest’ probably reflects \( /hōlik/ \), but theoretically could be the outcome of \( *yōlik > */wōlik/ \).

\(^{17}\) Individually, the frequency numbers of imperfect forms of \( \sqrt{hlk} \) in direct speech do not come near those of the masculine imperative forms (2ms 140 attestations, 2mpl 83), with 3mp being most frequent (43), followed by the 1s (34), 2ms (33), and 3ms (30). Also the construct infinitive (62) and masculine singular participle (58) are more frequent.
in the imperfect *yahlik- should indeed be attributed to a phonological reduction similar to that in imperative *hlik, but there is evidence that the imperfect of √hlik (and active I-w verbs) was not as paradigmatically independent as the imperative. If Biblical Hebrew יֵלֵך goes back to *yaylik- (Joüon and Muraoka 2011, §75c; Suchard 2019, 250), it reflects insertion of a first root consonant *y. This can only be explained by two-stage analogical levelling with I-wy verbs:


This analogy is additional proof of the paradigmatic autonomy of the imperative, where the *y was analogically added in neither I-w verbs nor √hlik. It is unclear whether this development happened only in (Biblical) Hebrew, as the Canaanite data provides no information on the prefix vowel of the relevant verbs. In Ugaritic, we can infer from 1s impf. ʾālk /ʾalik-/, ʾārid /ʾarid-/ (vs. *ʾay- > /ʾā-/ < *i-) and the attestation of syllabic representations of /yatin-/ (vs. BH יִתְֹּן) and sim-ilar forms (Sivan 1985, 292) that this development did not occur. Given that in Biblical Hebrew this -ē- < *-ay- is never spelled with a mater lectionis (contrasting

---

18 Others attribute the šērē in the prefix to an original i-vowel in the prefix, e.g., *yilik (e.g., Blau 2010, §4.3.8.4.12). This does not work for the active I-wy verbs, where the prefix vowel is preserved in case of remote stress, as in תוֹתְף ‘he shall know you’ (Joüon and Muraoka 2011, §75c), but this solution cannot be excluded for תוֹתְף, as suffixed forms do not occur with qal forms of this verb.
with I-י, e.g., יָקַד ‘it will burn’), this analogy might be as late as the reading traditions.¹⁹

The forms of √hlk attested in Arabic have not been discussed so far, as they are completely regular. The origin of this regularity is a semantic shift ‘to go’ > ‘to perish’ and a concomitant loss of frequency. No longer afforded the protection of high token frequency, any morphological anomalies were ousted by paradigmatic levelling.

4.0. Suppletion

In his thorough study of suppletion as a synchronic state (rather than a morphological process), Mel’čuk (1994) summarises his definition of suppletion as follows:

...for the signs X and Y to be suppletive their semantic correlation should be maximally regular, while their formal correlation is maximally irregular... (1994, 358)

Thus, e.g., the semantic difference between go and went is a regular grammatical difference (viz. ‘−/+ past tense’), but there is no rule in English grammar that can explain their morphological dissimilarity. After all, past tense is regularly marked by the suffix -ed (as in play : played) or vowel alternation (as in swim : swam). Biblical Hebrew qal יָשָׁה ‘to drink’ has no hif’il, but instead the causative ‘to make to drink’ is expressed by using the hif’il יָשָׁה. The formal correlation between י and ק is, however, not “grammatically corepresentable” (cf. Mel’čuk 1994, 347).

¹⁹ The Babylonian vocalisation tradition has ē too: e.g., יֶשָׁב, יֶשֶׁבּוּ; יֶלָּח, תֶּלֶךְ (Khan 2013, 961).
While both of these examples are instances of suppletion through lexical change, a suppletive paradigm can also be the result of irregular and regular phonological changes. This type of suppletion is generally rarer, as it is often eliminated via paradigmatic levelling (Kim 2019, 457). Moreover, most regular sound laws lead only to regular alternations. For instance, as post-vocalic spirantisation in Biblical Hebrew is a regular phenomenon, הָרְבּ [kʰɔːˈθaːv] does not stand in a suppletive relationship to רַבָּה [jiˈχtʰɔːv], even though two of the three root consonants are phonetically different. The absence of the first radical of active I-ו verbs in several forms of the paradigm is another alternation, as it occurs regularly in this class of verbs.

Contrastively, there is no allophonic alternation (*ו > י) in Northwest Semitic that can account for the difference between √hlk in the perfect, absolute infinitive, and participle, on the one hand, and the imperative, imperfect, jussive, and construct infinitive, which are derived from a root *√wlk, on the

---

20 Rudes (1980, 660) regards suppletion of etymologically related forms, being the result of phonological change, ‘pseudo-suppletion’. In many cases, however, language users are unaware of any etymological relation. For instance, German ist and sind correspond regularly to their Proto-Indo-European forms *h₁és-ti and *h₁s-énti, but there is no reason to assume that speakers of the language understand the formal discrepancy—instead, they consider them different stems (cf. Kim 2019, 460).

21 The line between alternations and irregularities can be somewhat arbitrary. Is a morphological substitution shared by only two pairs regular or not? As this differs per case, Mel’čuk (1994, 378) leaves this up to the researcher, although he states that, theoretically, such a case is “not quite’ suppletive.” Note that his definition of suppletion allows for various degrees of suppletion (1994, 346, 376–81).
other. Biradical imperatives regularly correspond to a perfect with initial $n$ (*šaʾ : *našaʾa) or $y$ (*rid : *yarada), while perfect forms with initial $h$ also regularly have it in the imperative (*haraga : *hrug). The meanings of the forms in which this alternation is distributed correlate like any other verb, with the differences being completely grammatical. As both conditions of Mel’čuk’s definition are met, it follows that √hlk and a hypothetical √wlk were in a suppletive relationship in Proto-Northwest Semitic and to varying degrees in most of its descendants Ugaritic (not in the C-stem), Phoenician (also in the perfect), and Hebrew.

Further proof of this suppletive relationship is seen in the fact that the √hlk forms did not participate in the Biblical Hebrew analogical levelling of I-verbs presented in (4)–(5), whereas the imperfect and jussive did.

5.0. Conclusions

We have seen three linguistic phenomena that account for the anomalous forms of √hlk in Biblical Hebrew and other Semitic languages. These explanations are not completely new; Blau (2010, §3.3.5.5.2; cf. 1979, 145, fn. 14) already pointed towards the role of high token frequency in the shortening of the imperative *hlk > *lk; analogy has been commonly accepted for the similarity between √hlk and active I-verbs for a long time (e.g., Praetorius 1882); and Gesenius (1816, §86) already mentioned the suppletive character of √hlk. What is new, however, is the use of modern linguistic theories in order to explain the parallels and differences in this paradigm across Semitic languages.
The imperative *hlik was likely the first form to behave anomalously, being phonetically reduced to *lik because of its high token frequency, probably in an early stage of West Semitic. Subsequently, the prefix-conjugations (and the construct infinitive) were reshaped in analogy to the imperative and the morphologically and semantically similar active I-w verbs. This resulted in a paradigm in which affected forms, going back to a hypothetical *√wlk, and unaffected forms, regularly formed from the root √hlk, are in a suppletive relationship with each other. Along the way we saw irregular, high frequency-induced assimilation (and subsequent analogy) in Akkadian, and paradigmatic levelling in Arabic, where the verbal forms had lost their paradigmatic independence due to a semantic shift.

By way of a summary, the following table provides a concise overview of the development of the G-stem forms of √hlk from Proto-Semitic to Biblical Hebrew. Phase I is not unlikely to correspond to Proto-West Semitic; the changes in Phase II occurred thereafter, the latest in Proto-Northwest Semitic; the loss of the first radical in the hifʿil (Phase III) can be postulated for Proto-Canaanite; Phase IV is the (probably Hebrew-only) insertion of *y in the prefix of I-w verbs and √hlk by analogy with the strong verb, which could have happened at any time before the split of the Tiberian and Babylonian reading traditions.
Table 3

<table>
<thead>
<tr>
<th>PS</th>
<th>Phase I</th>
<th>Phase II</th>
<th>Phase III</th>
<th>Phase IV</th>
<th>BH</th>
</tr>
</thead>
<tbody>
<tr>
<td>G pf.</td>
<td>*halaka</td>
<td></td>
<td></td>
<td></td>
<td>&gt; hālāk</td>
</tr>
<tr>
<td>impf.</td>
<td>*yahliku</td>
<td>→ *yaliku</td>
<td>→ *yēlék</td>
<td></td>
<td>&gt; yēlēk</td>
</tr>
<tr>
<td>juss.</td>
<td>*yahlik</td>
<td>→ *yalik</td>
<td>→ *yēlék</td>
<td></td>
<td>&gt; yēlēk</td>
</tr>
<tr>
<td>pret.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt; wayyēlek</td>
</tr>
<tr>
<td>impv.</td>
<td>*h(&quot;)lik</td>
<td>&gt; *lik</td>
<td></td>
<td></td>
<td>&gt; lēk</td>
</tr>
<tr>
<td>inf.cst. (*hlik-?)</td>
<td>→ *lik-t</td>
<td></td>
<td></td>
<td></td>
<td>&gt; lēket</td>
</tr>
<tr>
<td>inf.ab.</td>
<td>*halāk-</td>
<td></td>
<td></td>
<td></td>
<td>&gt; hālōk</td>
</tr>
<tr>
<td>a.ptc.</td>
<td>*hālik-</td>
<td></td>
<td></td>
<td></td>
<td>&gt; hölēk</td>
</tr>
<tr>
<td>D impf.</td>
<td>*yuhaliku</td>
<td></td>
<td></td>
<td></td>
<td>&gt; y’hallēk</td>
</tr>
<tr>
<td>C pf.</td>
<td>*šahlika</td>
<td>→ *hōléka</td>
<td></td>
<td></td>
<td>&gt; hōlīk</td>
</tr>
<tr>
<td>impf.</td>
<td>*yušaliku</td>
<td>→ *yōlēko</td>
<td></td>
<td></td>
<td>&gt; yōlīk</td>
</tr>
</tbody>
</table>
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ON THE MORPHOLOGY OF THE GUTTURAL VERBS IN SEPHARDIC TRADITIONS IN THE EARLY MODERN PERIOD

Ariel Gabbay

1.0. Introduction

This article deals with the morphology of the guttural verbs in the Sephardic reading tradition for the Mishna. It is based on findings common to the world’s first two Mishna editions printed with full vocalisation: the Constantinople Mishna edition (1643–1645, hence CM)\(^1\) and the Amsterdam Mishna edition (1646–, hence AM)\(^2\), both of which probably represent the living reading tradition for Mishnaic Hebrew among Sephardic Jews in the 17th century. The findings presented below contradict not only the grammar of the Bible, but also the grammar of the Mishna, as represented in the medieval vocalised manuscripts, first and foremost MS Kaufmann.

It is commonly assumed that Mishnaic Hebrew, especially as represented in the printed editions of the Mishna, has been

\(^1\) See CM’s title page in Appendix 1.
\(^2\) See AM’s title page in Appendix 2.
deeply influenced by Biblical Hebrew. Printers and grammarians, who idolised the biblical language, aspired to bring Mishnaic Hebrew closer to the Tiberian biblical standard (Kutscher 1963, 247–48; Yalon 1964, 12; Mishor 1989, 90; Bar-Asher 2009a, 318; 2009b, 50–51). As a result, one might expect that the grammar reflected in a printed Mishna is in fact identical to biblical grammar. Thus, for example, in the matter of the widespread verb נעשה ‘to become, to be done’ G. Birnbaum determined that “In the printed editions the vocalisation is, of course, according to the Tiberian Bible (that is נעשוי, נעשויים).”\(^3\) However, this study presents a different picture: both CM and AM, though vocalised by grammar experts,\(^4\) stray from BH grammatical standards. They not only contain dozens of forms with segol instead of patah—e.g., נעשוי, נעשויים, נעשויי—but they also reveal fundamental deviations from the biblical norm in quite a few grammatical categories. As mentioned above, I shall limit the discussion to anomalies relating to the morphology of the guttural verbs.\(^5\)

---

\(^3\) See Birnbaum (2008, 129).

\(^4\) In the introduction of CM, the publishers praise the vocaliser’s work, performed “according to grammar by an expert in grammar.” Similar things are said in the introduction of AM.

\(^5\) For an overall examination of the deviations from Biblical Hebrew in CM, see Gabbay (2017). For another side of the question discussed in this paper, see also Gabbay (2019).
2.0. Findings

Below are the categories in which the tradition reflected in AM and CM fits neither biblical grammar nor the medieval vocalised manuscripts of the Mishna.

2.1. Feminine Participle with Third Radical Guttural

The first matter is feminine participle forms whose third radical is guttural. As is well known, in Biblical Hebrew these forms appear with modification of segol to patah (e.g., מְצֹרַעַת, פּוֹרַחַת). This is also the case in the Mishna manuscripts, except for one unusual and rare form: מַגְבֶּהֶּּת ‘lifts up (fs)’ (Halla 3.1), found in some of the manuscripts (Zurawel 2004, 107). CM and AM also vocalise patah (or qames²) in most cases. Yet, we find eight verbs with segol: נִפְרֶּעֶּת ‘collects (a debt) (fs)’ (CM, Ketubbot 10.5; Shevu’ot 7.7, compared to נִפְׂרֶּעֶת/פוֹרֶּעֶת in Ketubbot 9.8; Giṭṭin 4.3), מַשְׁבֶּחֶּת ‘ruined (fs)’ (CM, Ohalot 16.1), נִּפְּרָּעֲת ‘set, lying (fs)’ (CM, Terumot 8.8 [2x], compared to נְפִּיָּרָה in Ketubbot 8.8 [2x]), מַגְבֶּחֶּת ‘shave (fs)’ (AM, Soṭa 3.8; Nazir 4.7), מַשְׁבְּחֶּת ‘increases in value (fs)’ (AM, ‘Arachin 6.5 [2x], compared to מַשְׁבַחָה in Soṭa 3.5), הַמִּשְתַּלְכֶּת ‘the one sent forth (fs)’ (AM, Nega‘im 14.5 [2x], lamed without dagesh), מַגְבֶּחֶּת ‘lifts up (fs)’ (AM, Ḥalla 3.1), and two pausal forms: מְשִׁבֶּחֶּת ‘increases in value (fs)’ (AM, Baba Qama 5.4), מְשָׁפְחָה ‘make the bed (fs)’ (CM, Ketubbot 5.5 [2x], šade without dagesh). It should also be noted that the feminine form of פִּקַּח ‘a person who is not deaf’ in both editions is always פִּקַּחַת/פוֹקַחַת.

² In both editions, patah and qames may be interchangeable due to the Sephardic accent of the vocalisers, which does not distinguish between the two signs.
It should be emphasised that the interchange of pataḥ and segol does not reflect a Yemenite pronunciation. The accent of the two vocalisers was Sephardic, as evidenced by many interchanges between pataḥ and qames on the one hand and segol and šere on the other hand. In contrast, pataḥ and segol are not parallel: segol may appear instead of pataḥ only in some of the third-guttural feminine forms, but pataḥ never appears instead of segol.

Reading such guttural feminine forms with segol instead of pataḥ, known from various Sephardic oral traditions of recent generations, is interpreted as an analogy to the non-guttural forms (Morag 2003, 47). This study, however, first reveals these forms in vocalised editions of the Mishna from the 17th century. It turns out that the picture reflected in CM and AM is quite similar to that of the reading traditions of Baghdad and Aleppo, but different from that of Djerba. As in the Baghdad and Aleppo traditions, this phenomenon is relatively limited: the forms with segol are a minority compared to the forms with pataḥ/qames and are not found in the qal stem7 nor in biblical words, whereas in the tradition of Djerba the forms with segol are the vast majority and appear in all circumstances (Katz 1977, 195–96).

2.2. Lack of Compensatory Lengthening in Piʿel and Puʿal

The second issue relates to the vowel of the first radical before a middle guttural in the piʿel and puʿal stems. While in the Tiberian system we usually find the vowel modifications i > e (often

7 Except for one form, actually a noun: פְּ יוֹ תֶּ הַ ת ‘key’ (AM, Kelim 13.6; Baba Batra 6.5, compared to פְּ יוֹ תֶּ הַ ת in Beṣa 4.2).
before א and always before ר, such as שרה ‘to serve’, מתא ‘to refuse’ and שרה ‘detestable’, משליה ‘purified [fs]’, נר ‘they were expelled’), in both Mishna editions, in most cases, there is no vowel change. This feature is revealed not only before ר (examples include מגרשת ‘divorcée’, מער ‘to mix’, בר ‘to choose’, which are well known from various sources of Mishnaic Hebrew), but also before other guttural consonants. The number of relevant examples from the entire Mishna is not large, yet almost all of them are vocalised as opposed to biblical grammar: מיאנה ‘she refused’ (CM, AM, Yevamot 1.2; 2.10; 13.4 [2x]; 13.5 [2x], 7 [2x]), מיאנה ‘they refused’ (AM, Yevamot 1.1 [2x], but in CM מיאנה), המושאר ‘leftover’ (CM, AM, Pe’a 3.3 [2x]; Zevahim 8.12 [2x]), מושבות ‘unclean (fpl)’ (CM, AM, Ḥalla 2.2; Ḥagiga 3.3, compared to מושבות, only in CM in Ḥullin 2.5; Tohorot 2.1; Tevul Yom 4.1; while in AM shureq appears in all cases), מזעם ‘stinking’ (CM, AM, Bekhorot 6.12), מבעזר ‘removed’ (CM, AM, Ma‘aser Sheni 5.6; Pesahim 2.3), ממעטת ‘small (fs)’ (CM, AM, Qinnim 1.2 [2x]).

In both editions, the form מброא ‘made clear’ comes with holam (Yadayim 3.1). In the manuscripts of the Mishna, the past forms

8 In the Babylonian biblical vocalisation tradition šere may appear before any of the gutturals, even in cases where the Tiberian vocalisation indicates hireq. See Yeivin (1985, 516–18).

9 In Yemenite and Sephardic oral traditions, middle-radical ר forms may be similar to those of ordinary verbs, with gemination of ר (see Morag 1998, 46–47). However, in CM and AM there is no dagesh. In AM dagesh is indicated in neither רnor ק, ה, צ, י, and in CM it is not indicated in any consonant. And yet, the vocalisation of the first radical is clear and different from that in Biblical Hebrew.
of מאן ‘to refuse’ are vocalised with šere in the first radical,¹⁰ and the guttural puciónal forms appear with holam in most cases.¹¹

It should be noted that CM and AM reflect a completely different picture in the niféal category. The prefix of the future forms of niféal appears as in the Bible and in the Mishna as represented in the manuscripts, depending on the nature of the next consonant. That is to say, before a non-guttural consonant the prefix is vocalised with hireq (such as יִכָר ‘they will be sold’, יִנַס ‘he will enter’), but before a guttural consonant it is constantly vocalised with šere: יִאֲכָל ‘it will be eaten’ (Pesahim 7.11), יִשֵׂש ‘that it will be said’ (Berakhot 1.5), יִנַס ‘it will become’ (Sota 9.15), יִרְג ‘they are put to death’ (Makkot 1.5), יִשֵּׂש ‘it will be divided’ (Bava Batra 1.6), יִרְג ‘[after] it has been worshipped’ (‘Avoda Zara 4.4), יִרְג ‘let this one be declared’ (Makkot 1.1), יִרְג ‘let them rot’ (CM, Terumot 5.1, but AM indicates a qal form: יִרְג ‘it will appear’ (Nega’im 4.7), יִרְג ‘let them be seen’ (Nega’im 11.1).¹²

¹⁰ In MS Kaufmann this is always the case, and the same is true of MS Parma, except for one appearance with hireq (Haneman 1980, 159).

¹¹ However, the verb עטתمامו is vocalised with shureq (Haneman 1980, 191).

¹² Two exceptions with hireq were found in CM, both with the third-person prefix יִרְג ‘is put to death (3ms)’ (Sota 9.7), יִרְג ‘they are eaten (m)’ (Bekhorot 2.9). It is possible that the realisation of šere approached that of hireq under the influence of yod.
2.3. *Shewa Mobile* with Guttural Consonants in Quadriliteral Verbs

The third issue is *shewa mobile* (vocal *shewa*, שבת נט) with guttural consonants. The rule in Tiberian Biblical Hebrew is that when the guttural stands at the beginning of a syllable with *shewa*, it necessarily takes a ḫataf, and almost always ḫataf-pata. According to this rule, in CM and AM ḫataf-pataḥ is the permanent replacement of *shewa mobile*, and appears in all forms, such as: ימדות ‘to specify (3mpl)’ (Baba Metzia 3.9), ימדיא ‘one purifies it’ (Nega‘im 13.1), ימקדי ‘(it) diminishes it’ (Kelim 5.7; 28.1), ימעדות ‘that commit sacrilege’ (Zevaḥim 7.4 [2x]), and ימעיד ‘wash (3mpl)’ (Yoma 8.1). However, this is not the case for quadriliteral verbs whose third radical is a guttural consonant, which is expected to appear with ḫataf-pataḥ. These verbs are regularly vocalised with *shewa mobile* or with another diacritic that may be parallel to *shewa mobile* in the Sephardic accent: ישעילה ‘(a wind) that hurled’ (CM, AM, Kil‘aim 7.7), ימעדו ‘(they) compel (her)’ (CM, Soṭa 3.3, in AM: ימעדו, hence ימעדו ‘(they) parch’ (AM, Menaḥot 10.4, in CM: ইমুনাধো, hence ইমুনাধো ‘(they) parch’)

---

13 There are, however, some exceptions (see GKC 1910, §64h).

14 AM’s version is different from the conventional one. It is possible that the vocaliser of AM was used to reading this verb in the same way the vocaliser of CM had read, but could not express his reading in the version that he found. Perhaps for this reason he indicated ימעדו to express ימעדו ‘(they) compel (her)’. At the same time, it is possible that he interpreted this form as a regular triliteral verb and vocalised accordingly.
‘rolling about’ (CM, Mikva’ot 4.3, in AM: מַטְחַלְחֵּלִין).

In this category, the fundamental difference from biblical grammar is prominent, especially as manifest in CM. The number of relevant examples from the entire Mishna is only five, and in all of them, without exception, CM has shewa mobile or sere, expressing the vowel e, rather than hataf-patah, indicating the vowel a.\(^{15}\) It should be emphasised that in this category as well, the vocalised manuscripts of the Mishna reflect a reading tradition that is clearly similar to that of Biblical Hebrew, which prefers the semivowel a: all these quadriliteral verbs appear in the Mishna manuscripts with an a vowel beneath the third radical.\(^{16}\)

\(^{15}\) Obviously, AM also confirms the reading tradition that emerges from CM. Most examples clearly indicate the vowel e. Only one form appears with the vowel a in the third radical (הָבְהָבָ), but one cannot ignore the special place in which it occurs: in the second chapter of tractate Shabbat, which is usually read in synagogues on Friday night and is actually part of the prayer. It is quite possible that this chapter was subject to greater influence of Biblical Hebrew.

\(^{16}\) In MS Kaufmann hataf-patah is found in three of the five forms: מַטְחַלְחֵּלִים, מַטְחַלְחֵּלִים, מַטְחַלְחֵּלִים. In another form, qames comes: הבָּבָה (probably equivalent to הבָּבָה). The latter form appears with hireq: רֹבְעָּה. Presumably, the spelling of the third syllable with yod (שָׁעִילָּה) indicates that the scribe of MS Kaufmann read this verb just as the vocalisers of CM and AM read it, but the vocaliser of MS Kaufmann, who was not used to such reading, assumed that the spelling requires hireq. In MS Parma (De Rossi 138) we find: רֹבְעָּה, שָׁעִילָּה. The other forms appear in the non-vocalised part of the manuscript. MS Parma Order Toharot (De Rossi 497) includes only one of the five forms, and it comes with
3.0. Discussion

We have seen above that the vocalisation of the two editions does not match biblical grammar rules. How can this fact be explained? It cannot be argued that the vocalisers were unfamiliar with biblical grammar. The introductions of the books reveal that the vocalisers were learned scholars who were well acquainted with biblical grammar and that it was for this reason they were chosen for their task.\(^{17}\) It is therefore logical to assume that these findings reflect an authentic Sephardic reading tradition for Mishnaic Hebrew different from Biblical Hebrew in some basic matters. An instructive example is the vocalisation of the verb ‘מאן ‘to refuse’, whose past forms are prevalent in the Bible, always with ʼṣere in the first radical: ﻣﺂَنُ, ﻣﺂَنَّ, ﻣﺂَنَّا, ﻣﺂَنَّا, ﻣﺂَنَّا. When this verb appears in the two Mishna editions as a direct quotation from the Bible, it appears in accordance with the Biblical vocalisation: ﻣﺂَنُ يَبْعِثُ لَهُمَا. Yet, in the regular halachic language of the Mishna, the first radical comes in most cases with ʼhireq: ﻣﺂَنُ, ﻣﺂَنَّ (see above). These forms are of great significance: they prove that the vocalisers knew the Tiberian vocalisation for this verb, and yet chose another vocalisation. It is important to note that the verb ‘מאן is the only verb in the Mishna in the pi’el category with a middle radical ʼalef. It may therefore represent a broader rule in CM and AM’s tradition hataf-patah.

\(^{17}\) See above, fn. 4.
for post-biblical Hebrew: the first radical of past *piʿʿel* forms was pronounced with *hireq* regardless of the identity of the next radical. Similarly, the first radical of the *puʿʿal* forms was pronounced with *shureq* regardless of the identity of the next radical. The reason for this was presumably the desire to simplify the language and avoid grammatical complexity.\(^{18}\)

It seems that many of the deviations from biblical grammar are the result of simplification and harmonisation of verbal paradigms. In this way we are able to explain the findings in the other two categories as well: *נִׂפְרֶעֶת* according to the vocalic pattern of *נִׂכְנֶסֶת* and *מְעַרְעְרִׂין* according to the pattern of *מְגַלְגְלִׂין*.

Yet, it is clear that the tendency to unify paradigms was not unlimited. We have seen categories in which the vocalisation of guttural verbs is quite similar to that in the Bible and in Mishna manuscripts. Thus, for example, in future *nifʿal* forms the prefix before a guttural consonant is consistently vocalised with *ṣere* rather than *hireq*. What made this category different? It is reasonable to assume that since in Biblical Hebrew there is a clear and stable rule, and the vowel preceding each one of the guttural consonants is always *ṣere*,\(^{19}\) this rule also continued to exist in post-biblical Hebrew traditions. In contrast, in the intensive conjugation...

---

\(^{18}\) It cannot be argued that the lack of compensatory lengthening in *piʿʿel* and *puʿʿal* was the result of the fact that the reading traditions of Constantinople and Amsterdam lacked gemination (*dagesh forte*). If that were the reason, we would expect a lack of compensatory lengthening in *nifʿal* as well. However, this is clearly not the case (see §2.2 above).

\(^{19}\) GKC (1910, §51b).
Guttural Verbs in Sephardic Traditions

In ancient Sephardic traditions, there is no absolute rule in Biblical Hebrew. In fact, lengthening of the preceding vowel occurs consistently only before resh, whereas with other gutturals the preceding vowel may be similar to that of the non-guttural verbs (GKC 1910, §64d–e). This complexity may have led in late traditions of Mishnaic Hebrew to unification of the vowels of the first radical in all *piʿel* and *puʿal* verbs, including those with gutturals.

The same is true for the *nifʿal* forms נעש, נעשא. The Tiberian vocalisation offers two alternatives for reading the prefix -כ before an initial guttural, with either *segol* or *patah,* e.g., נעשא, נעשא, ‘was done (3fs)’ as compared to נעשא, נעשא, ‘was hidden (3ms)’ as compared to נעשא, נעשא, ‘is feared (ms),’ נעשא, נעשא, ‘I was regarded’ as compared to נעשא, נעשא, ‘you hid (ms).’

Since the Tiberian tradition here is not homogeneous, a simpler inflection evolved. Thus, in CM and AM the prefix of all guttural verbs regularly has *segol,* including forms in which the Tiberian vocalisation indicates *patah.*

It turns out that small categories with few examples were also subject to the effect of unification, for example, the category of quadriliteral verbs with guttural third radical. It is interesting that, while these verbs are read similarly to non-guttural quadriliteral verbs (מְעַרְעְרִין like מְגַלְגְלִין, triliteral verbs with a guttural

---

20 And there is also a third option, if we consider that the prefix of the verb נִהְיָה ‘to become’ appears with *hireq.*

21 The only exception is the verb נִהְיָה.

22 It is worth noting that, as opposed to the biblical form נֶעֱלָמִים ‘hypocrites’ (Ps. 26.4), we find in CM נֶּעֱלָמ (Shevuʿot 2.1). However, the version in AM is נֶּעֱלָמ.
middle radical are consistently distinguished from their non-guttural counterparts, as *hataf-patah* regularly replaces *shewa mobile* in the guttural forms. Why were the quadrilateral gutturals, and not the triliteral gutturals, influenced by non-guttural forms? Presumably, this is because Biblical Hebrew has plenty of triliteral middle guttural verbs with *hataf-patah*. The prominent presence of these forms in the Bible helped them to be preserved in post-biblical Hebrew traditions. By contrast, the number of biblical cases of quadrilaterals with guttural third radical is extremely small. Therefore, the forms of these verbs were more likely to resemble those of non-guttural verbs.

In short, analogy to non-guttural forms is to be expected in categories where Biblical Hebrew reveals complex inflection, as well as in small categories with few examples. However, this does not mean that in other categories analogy is not possible. In reality, some of the guttural feminine participle forms in CM and AM were found to have vocalisations that correspond to those of non-guttural forms, e.g., מַעֲלַת, נְפֶרֶת, even though the Tiberian Bible reveals a clear paradigm with numerous examples in which the gutturals always appear with *patah* rather than *segol*. And yet, it should not be forgotten that in the two Mishna editions studied,

23 As mentioned in §2.3, there is a clear difference in the vocalisation of the middle radical between triliteral guttural and non-guttural forms: וּיִכְתְבִּים ‘they will write’, וֹּנְתָנִין ‘give (mpl)’, וֹּמְלַמְד ‘teaches (ms) him’ vs. וּיִרְחֲצִים ‘they will wash’, וֹּנוּהֲגִין ‘be accustomed (mpl)’, וֹּמְמַעֲט ‘diminishes (ms) it’.

24 And they also do not appear in a position in which *hataf-patah* is expected, such as וַתִּתְחַלְחַל ‘and (the queen) was grieved’ (Est. 4.4).
the forms that deviate from the norms of Tiberian vocalisation are a minority compared to other forms in the category. In addition, all the anomalous forms are found in the derived stems only, with none appearing in the Bible.

4.0. The Historical Development of this Reading Tradition

The reading tradition presented above arises from two distant places and different witnesses, which certainly did not exert mutual influence. Therefore, we can assume that this reading tradition is ancient, although we cannot determine for certain how ancient it is. It may have developed in the Middle Ages, but later than the vocalised manuscripts of the 12th and 13th centuries. However, it is possible that this reading tradition evolved in an even earlier period and reflects another type of Mishnaic Hebrew, though we do not have its ancient documentation. What is certain is that the vocalic realisation emerging from CM and AM

---

25 Even if we assume that CM, the earlier edition, arrived in Amsterdam and the publishers of AM saw it, it is certain that the vocalisation in AM was not copied from CM. First, the vocaliser of AM writes in his introduction that he had to rely on his understanding of grammar. Second, if the vocalisation was copied from CM, it should have been the same. As a matter of fact, there are many differences in vocalisation between the two editions (most of the differences are related to the marking of pataḥ and qameṣ, on the one hand, and of segol and šere, on the other), and in this article, too, some of the findings (see §2) are not the same.

26 It is possible, however, that in the work of the MS Kaufmann’s scribe we find a hint of gutturals with shewa mobile instead of ḥataf-pataḥ (see
continued to exist in various Sephardic communities until our time. Forms like נִׂזְרֶעֶת, מְבוּעָר, מְגוּרֶשֶת, and עִׂלְעָׂה are documented in the Sephardic reading traditions of recent generations.²⁷ It is interesting to note one verse from the Seliḥot, the prayers delivered in the period leading up to the High Holidays. In the 12th century Piyut ḳoḥ, the vocalisation that appears in almost all contemporary Sephardic prayer books is as follows:

בماتותך杉יה נוקרים ואחריך לא الإرهابים שלכלב נマーרים על אחד
הכבדים

‘At your command the two of them take care / and after you they do not criticise / they hurried and went hastily / up one of the mountains.’

The form ‘criticise (mpl)’ is not only opposed to biblical grammar, but is also unsuitable for the rhyme. Apparently, such a pronunciation of quadrilateral verbs has been accepted for centuries, since at least the 17th century.²⁸

²⁷ On guttural feminine participle forms with segol (instead of patah), see above, §2.1. On guttural quadriliterals with shewa mobile (instead of hataf-patah), see Morag (1977, 83); Katz (1981, 68). On the vowel preceding a middle radical in piʿel and puʿal, see above, fn. 9. The form מְבוּעָר (with shureq instead of ḫal, as expected according to the biblical form מְבֹעָרֶּת ‘was burning [fs]’ [Jer. 36.22]) is documented in the reading tradition of the Baghdadi community (Morag 1977, 120).

²⁸ It is worth noting, by the way, that this is the accepted pronunciation for quadrilateral verbs in Israel today. Forms such as הֲבָה ‘it flashed, blinked (fs)’, מְעַרְעֵּרִים ‘appeal, object; undermine
5.0. Conclusions

CM and AM reflect an authentic Sephardic reading tradition of Mishnaic Hebrew that systematically differs from Biblical Hebrew. For this reason, one should disagree with the common opinion that Biblical Hebrew dominates the language of printed editions of the Mishna.

It seems that one of the most important features of Mishnaic Hebrew, as represented in the two editions examined, is the effect of the tendency to simplify the halachic language and avoid grammatical duplications.

(mpl)’, and הִתְחַלְחֵּלָה ‘was shocked, went pale (3fs)’—with gutturals realised with an e vowel—are common pronunciations, even among educated people.
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1.0. Introduction

Like many Semitic languages, Hebrew has two suffixed plural morphemes: -ōṯ and -īm. Typically, grammars describe the plural morpheme -ōṯ as marking the plural of feminine nouns and the plural morpheme -īm as marking the plural of masculine nouns (e.g., GKC, 241–43; Blau 2010, 270–73). While adjectives and participles exhibit a predictable gender-number distinction which reflects the neat distinction described in the grammars, substantives often do not. The distribution of plural morphemes with substantives is not always predictable, although gender assignment is not affected: e.g., gāḏōl~gēḏōlim/ḡəḏōlā~ḡəḏōlōṯ ‘big’, but zānāḥ~zənāḥōt ‘tail (m)’/dəḇōrā~dəḇōrîm ‘bee (f)’.

In addition, a semantically diverse group of nouns is attested with both plural morphemes, the conditioning factors of which are unclear: e.g., ḥāšērōt/ḥāšērīm ‘courts (f)’, qəḇārōt/ qaḇārīm ‘graves (m)’. The choice of plural formation has a diachronic angle; a number of scholars have pointed to an inner-Hebrew diachronic trend whereby post-biblical Hebrew has a marked preference for -ōṯ plurals, even where Biblical Hebrew chooses a different morpheme (e.g., Cohen 1930; Sharvit 1990,
337). The increasing use of -֧֪ in post-biblical Hebrew is statistically significant, as has most recently been shown by Tubul (2003; 2005). Tubul shows that unmarked nouns,\(^1\) mostly masculine singular, select -֧֪ in Mishanic Hebrew more than in earlier stages of Hebrew, while marked feminine singular nouns show only a minor increase of the plural -֧֪.

Table 1: Distribution of mismatched plurals in Hebrew (Tubul 2003)

<table>
<thead>
<tr>
<th></th>
<th>Biblical Hebrew</th>
<th>Mishnaic Hebrew</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unmarked &gt; -֧֪</td>
<td>6.7%</td>
<td>14.5%</td>
</tr>
<tr>
<td>Marked feminine &gt; -֧֪</td>
<td>2%</td>
<td>3.4%</td>
</tr>
</tbody>
</table>

The question of this gender-number morphological mismatch in all phases of Hebrew is a long-standing problem; attempts to explain it have mostly been synchronic and restricted to evidence from Hebrew. Although the existence of gender-number mismatch in other Semitic languages is peripherally acknowledged by Hebraists,\(^2\) scholars have yet to examine this phenomenon comparatively. Given the failure to provide a coherent explanation for the mismatch internal to Hebrew, it is surprising that so little attention has been paid to this phenomenon in other languages. In what follows, I would like to position the Hebrew case within a wider Semitic context and ask whether this system is especially typical of Hebrew, and, if not, what that tells us about plural formation in Hebrew. My aim is not to provide a full

\(^1\) The term ‘unmarked’ here designates nouns with no overt gender morpheme in the singular.

\(^2\) See already comments on the situation in Palestinian Arabic in Cohen (1930, 282).
reconstruction of the Semitic system; I hope to do that in a separate study. Rather, I wish to contextualise Hebrew and point to avenues which have yet to be explored. In §2.0 I review some inner-Hebrew explanations and show them to be insufficient. In §3.0 evidence from other Semitic languages is presented. In §4.0 I offer analysis, with some implications for Hebrew. §5.0 summarises my findings and offers a conclusion.

2.0. Hebrew Plural Morphemes

The main accounts of gender-number mismatch in Hebrew are lexical, morphological, or a combination of the two. That is, they treat plural formation as a lexical feature, unconditioned by nominal morphology, as a grammatical feature, or as arising from both lexical and grammatical factors.

Schwarzwald (1991) suggests that a set of synchronic rules applies to a large number of substantive categories in the lexicon, and do not follow gender assignment (the Strong Lexicalist Hypothesis), while other categories, along with adjectives and participles, are marked in the grammar, and follow gender assignment (the Weak Lexicalist Hypothesis). According to this approach, different nouns are assigned plural formation in different layers of the grammar. Even if one accepts Schwarzwald’s position, it provides no explanation for the seeming randomness of plural formation in Hebrew, which results in a synchronically incoherent system. This approach is also problematic synchronically, because it is unclear how nouns move from one category to the other, especially from the one governed by the weak lexicalist
hypothesis to the one governed by the strong lexicalist hypothesis.

A set of phonological, morphological, and lexical criteria was already suggested by Cohen (1930), which form the basis for most subsequent discussions of the topic. Cohen suggested that -ōṯ is common with nouns with a rounded vowel, certain patterns (miqtēl, maqtēl), and quadriradicals (e.g., ṭāḇēṣ ‘clusters’); -īm is common with certain patterns (qittūl, qātūl), segolates, and nouns denoting flora (e.g., ṭeʾēn ‘figs’) and fauna (e.g., ʿūṣ ‘goats’).

Tubul (2003) proposes a similar set of criteria to account for the distribution in both Biblical and Mishnaic Hebrew. She discovered that gender is not a crucial factor in determining the plural morpheme, as 50 percent of unmarked nouns select -īm while the other 50 percent select -ōṯ, regardless of gender. For unmarked nouns selecting -ōṯ, she suggests two criteria:

a. **Phonological:** nouns with a rounded vowel in the final two syllables of the stem tend to choose -ōṯ, which is also rounded, due to *ad hoc* vowel harmonisation. This tendency is claimed to be stronger in Mishnaic Hebrew.

3  

b. **Morphological:** -ōṯ is associated with certain nominal patterns.

4

---

3 There are many exceptions to this rule, of course, most notably šibbōlet ‘sheaf’, which, in view of the feminine singular form and the rounded vowel in the stem, should have selected -ōṯ. Its plural, however, is šibbōlim.

4 It is worth noting, however, that the number of nouns to which this rule applies is small: for example, *maqṭil* (mazlēg ‘fork’, and five other lexemes), *quṭlān* (šulḥān ‘table’, and one more lexeme), *maqṭāl* (maṭēaḥ ‘key’, five lexemes out of 49).
Marked feminine nous which select -īm typically belong to the semantic field of flora and fauna, although other categories are also possible.

Tubul (2005) and others have noted that the plural formation of the most common nouns are not morphologically predictable, while those of the least common nouns are. Tubul (2005, 267) suggests that speakers learnt common words as lexical items, whereas less commonly-used words were subject to regular morphological rules.

If there are rules governing the selection of the plural suffixes, nouns which are attested with both plural morphemes present a problem. Multiple unrelated explanations have been suggested in the literature to account for this phenomenon. Unfortunately, most of them are ad hoc and do not provide a motivation for the phenomena in toto.

Tubul (2007) suggests that plural morphemes are grammatically determined. According to this hypothesis, different morphemes are used in different states; i.e., one suffix can be used for the absolute, while another is used for construct. These, however, are internally inconsistent (see Table 2); nouns may use different plural morphemes in different states, but the choice of morpheme for each state is unpredictable, so the assumption that plural morphemes are grammatically determined does not hold.

Table 2: Sample plural distribution by state

<table>
<thead>
<tr>
<th></th>
<th>Absolute</th>
<th>Construct</th>
<th>Pronominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>hēḵāl ‘temple, palace’</td>
<td>-ōt</td>
<td>-īm</td>
<td>-īm</td>
</tr>
<tr>
<td>ʾēmā ʿterror’</td>
<td>-īm</td>
<td>-ōt</td>
<td>-īm</td>
</tr>
<tr>
<td>qānē ‘reed’</td>
<td>-īm</td>
<td>-īm</td>
<td>-ōt</td>
</tr>
</tbody>
</table>
Another claim is that different morphemes correlate with semantic differentiation (Tubul 2003, 195); for example, *qeβer* with *-īm* is the plural of ‘grave’, while *qeβer* with *-ōṯ* is ‘family burial grounds’. Thus, in example (1), the Israelites refer to simple graves, while in (2) the reference is to Josiah’s family burial compound.

(1) הָמַּבְלִּי אֶנֶּקֶדֶרֶת בְּמִצְּרָּ֖י לְקֵחְתָּ֑נוּ לָמ֣וּת ב מִדְּבָּ֣ר ‘were there no graves in Egypt that you took us to die in the desert?’ (Exod. 14.11)

(2) וְׁנֶאֱסַףְתָּ אֶל קִבְרֹתְךָ בְּשָׁלוֹם ‘you will be buried peacefully in your family graves’ (2 Kgs 22.20)

This explanation does not offer a coherent account of the phenomenon: what governs the choice of each morpheme remains unclear. Worse still, this line of reasoning applies only to a small sample of the occurrences, and, in fact, the plural morphemes show no consistent semantic association. Even the noun *qeβer* does not show a regular semantic distribution of its plurals. For example, in (3) below, Ezekiel refers to simple graves, scattered around a cistern, but uses the plural *-ōṯ*, which Tubul argues should be interpreted as marking a family burial plot. Conversely, in (4) below, the Hittites give Abraham leave to bury his dead in their own family tombs, and here the plural morpheme is *-īm*, which according to Tubul’s explanation should be reserved for simple graves.

(3) אֲשֶׁר נִתְּנִ֤וּ קִבְּרֹתֵיהֶֽם בַּבָּדוֹר ‘whose graves are set around the uttermost parts of the pit’ (Ezek. 32.23)
Semantic differentiation, therefore, cannot explain variation in the case of most lexemes; as the examples above show, even with those lexemes whose variation is partially attributable to semantic differentiation, this tendency is inconsistent. Moreover, there is no coherent account for why a specific plural morpheme is selected to mark a given semantic nuance.

But the rules governing the distribution of the plural suffixes may not be purely linguistic. Within Biblical Hebrew, Tubul (2007) argues that genre is also an important factor. At least for some nouns, plural morphemes are claimed to be distributed according to genre. Specifically, in poetry, nouns tend to select -ōṯ plurals, even when in other genres they do not. Here too there is no internal consistency; for example, in prose yaʿar ‘forest’ appears with -īm (Ezek. 34.25; 39.10), while in poetry it appears with -ōṯ (Ps. 29.9). But the exact opposite distribution is attested for dōr ‘generation’, which selects -ōṯ in prose (e.g., Num. 10.8), but -īm in poetry (e.g., Ps. 72.5). Genre is, therefore, unlikely to be a significant factor.

Finally, several scholars suggest that alternative plural morphemes are used when similar plural morphemes occur in the vicinity, e.g., in the same clause, as a result of textual attraction, or ‘tonal agreement’ (Sharvit 1990, 338; Tubul 2007). For example, in (5) below, the noun *ālummā ‘sheaf’ selects the plural morpheme -īm when in the vicinity of another form with the
same morpheme (the masculine plural participle *maʾallāmāmīm* ‘were gathering’), but not otherwise.\(^5\)

(5) וְהִנֵּה אֲנַחְּנוּ מְאָלָמִים... וְהִנֵּה תְסֻבֵּכָה אֲלָמָהִים

‘we were collecting sheaves... and there, your sheaves gathered around’ (Gen. 37.7)

This alleged attraction, however, does not describe the vast majority of the examples; furthermore, there are multiple examples where the evidence is squarely against such a hypothesis. In (6) below, the noun *masmēr* ‘nail’ is adjacent to a noun with the morpheme *-ōṯ* (*dalṭōt* ‘doors’), and yet selects *-īm*. Meanwhile, in example (7) below, the adjacent noun selects *-īm* (*šōqālim* ‘shekels’) but *masmēr* ‘nail’ selects *-ōṯ*. In both cases, *masmēr* ‘nail’ belongs in the same syntactic segment as nouns with a different plural morpheme, and yet there is no perceivable effect on the selection of plural morpheme.

(6) וּב רְּזֵל לָרֹב לְמִסְּמְרִּים לְד לְתָוֹת ה שְּעָרִים

‘iron in abundance for the nails of the gate doors’ (1 Chron. 22.3)

(7) וּמִשְּׁקֵל לְמִסְּמְר֥וֹת לִשְׁקֵל לִים חֲמִש יִֽים

‘the weight of the nails was fifty golden shekels’ (2 Chron. 3.9)

Describing variation as a form of attraction has, therefore, very limited applicability. Indeed, in most cases, it has no effect at all.

---

\(^5\) For this lexeme, the plural with *-īm* is attested only in the absolute (Gen. 37.7), while the plural with *-ōṯ* occurs only in the pronominal state (Gen. 37.7; Ps. 126.6).
Explanations thus far have appealed to multiple lines of reasoning which are internally inconsistent and which provide a coherent account of neither the mismatch in gender-number nor the alternation between plural suffixes in Hebrew. A diachronic explanation, to the best of my knowledge, has not been offered. Both gender-number mismatch and the use of alternating morphemes are attested in other Semitic languages, and a review of the evidence there may shed some light on Hebrew.

3.0. Sound Plurals in Semitic

Many Semitic languages use broken plurals for some or most of their substantives. Such a system is found in the languages of the Arabian Peninsula (Arabic, Modern South Arabian, and Epigraphic South Arabian) and Ethiopia (Gəˈəz). A strong preference for sound plurals of the type that Hebrew shows is found primarily in Northwest and East Semitic. Other branches show a much more complicated combination of broken plurals and sound plurals, with a strong preference for the former. Therefore, the most relevant sub-branches for a comparison with Hebrew are Akkadian, Aramaic, and Ugaritic, although evidence from Ethiopic and Arabic is also illustrative.

I have collected all nouns that show a morphologically unexpected plural, namely a reflex of Proto-Semitic (PS) *

-ūn on feminine nouns and a reflex of PS *

-āt on masculine nouns. The

---

6 The list should include also Canaanite dialects, but due to the paucity of the evidence they are less useful for a comparison.

7 Data on Akkadian plurals was collected from CAD and Streck (2010). Data on Ugaritic plurals was collected from DULAT. Data on Aramaic
comparison is not exhaustive, because for some nouns, plural forms are not attested. This is especially true for Ugaritic, but also on occasion for Akkadian, where some plural forms are consistently written with logograms, and so remain morphologically opaque. Another snag is that we cannot truly evaluate the ratio of predictable plural morphology with mismatched gender-number morphology, since we have no access to speakers, and sometimes only limited access to texts. The reliance on information from dictionaries is not without risk, since dictionaries list all forms, regardless of their actual status in the language. Nevertheless, for a broad comparison, there is no other resource to collect evidence.

All the languages examined for this study have a significant number of substantives the plural of which is unpredictable. With the exception of Aramaic, most languages show a strong preference for the use of *-āt at the expense of other plural forms, regardless of gender; namely, the number of substantives selecting an unpredictable *-āt is far larger than that of substantives selecting an unpredictable *-ūn. In Ugaritic the ratio of unpredictable *-āt to *-ūn is 2:1, in Biblical Hebrew it is slightly over 2:1, in Mishnaic Hebrew it is 3.5:1, and in Akkadian it is 30:1. The preference in Aramaic is reversed: the ratio of unpredictable *-ūn to unpredictable *-āt in Syriac is more than 5:1. Clearly, all languages show a strong preference for one of the plural morphemes and their distribution is therefore not random. In this respect, plurals was collected from Sokoloff (2002; 2003), Cook (2015), Payne Smith (1879), which are all incorporated in the online CAL.
Hebrew patterns with Akkadian and Ugaritic, but not with Aramaic.

The set of nouns with unpredictable plurals is not easily compared, since not all languages share the lexicon and the shared set of nouns which select the same unpredictable plural morpheme is small.\(^8\) Additionally, there is some variation even in the case of the most prototypical examples of unpredictable plural formation; for example, the plural of ‘father’, which selects *-āt in Hebrew ʾāḇōt and Aramaic ʾabāḥāṭā, appears to select a masculine plural in Akkadian ʾabbā,\(^9\) despite the fact that Akkadian shows the most notable preference for *-āt. Table 3 below includes nouns that show the same unpredictable plural across Northwest Semitic (NSW) and Akkadian. This is a very short list, and includes two loan words from Akkadian, the first originally Sumerian (kissē ‘chair’ < kussû; mazzāl ‘constellation’ < mazzāzu).

\(^8\) In some languages, the gender of the noun has changed, and the plural is therefore no longer unpredictable, at least synchronically.

\(^9\) Assyrian ʾabbāʾū; see Huehnergard (1987, 186).
Table 3: Nouns selecting the same plural reflex\textsuperscript{10}

<table>
<thead>
<tr>
<th>Hebrew singular</th>
<th>Hebrew plural</th>
<th>Aramaic plural</th>
<th>Ugaritic plural</th>
<th>Akkadian plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>*-āt</td>
<td>*-ūn</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>kissē ‘chair’</td>
<td>kis’ōt</td>
<td>kursāyān</td>
<td>ksāt</td>
<td>kussātu\textsuperscript{11}</td>
</tr>
<tr>
<td>laylā ‘night’</td>
<td>lelōt</td>
<td>lelāwān</td>
<td>—</td>
<td>liliātum</td>
</tr>
<tr>
<td>*mazzāl ‘constellation’\textsuperscript{12}</td>
<td>mazzālōt</td>
<td>mazzālān</td>
<td>—</td>
<td>manzalātu</td>
</tr>
<tr>
<td>'eben ‘stone’</td>
<td>'āḇānīm</td>
<td>'ābnīn</td>
<td>'ābnīm</td>
<td>abnū</td>
</tr>
<tr>
<td>ḥiṭṭ ‘wheat’</td>
<td>ḥēṭṭīn</td>
<td>ḥēṭṭīn</td>
<td>ḫṭ̄ (ḥṭ?)</td>
<td>—</td>
</tr>
<tr>
<td>ša’ōrā ‘barley’</td>
<td>ša’ōrīm</td>
<td>s’ārīn</td>
<td>š’rm</td>
<td>—</td>
</tr>
</tbody>
</table>

Nevertheless, a comparison can be made between the languages to illustrate how plural morphemes pattern. Note the following two comparative tables, where the plurals of 16 nouns are provided. Table 4 presents a set of Hebrew masculine singular forms which select the plural morpheme *-āt, along with their equivalents in Aramaic, Ugaritic, and Akkadian. Some of these substantives select more than one plural morpheme, in which case the most common morpheme was chosen for the sake of

\textsuperscript{10} Other possible lexemes are attested only in Hebrew and Aramaic, such as bēšā ‘egg’, dāḇōrā ‘bee’, dāḇēlā ‘dried fig’, yōnā ‘dove’, millā ‘word’, namālā ‘ant’, sāḏā ‘seah’, ṣāpārēā ‘frog’, etc. ‘ir--ārīm ‘town’ is attested only in Hebrew and Ugaritic.

\textsuperscript{11} Most plural attestations of this lexeme are written with Sumerograms and are thus morphologically opaque; however, see 𒄿عانāti 𒄿 PU.ZA-a-at ṣu-ra-ṣi ‘golden thrones’ (YOS 11, 23.18), where the head noun shows -āt in construct (Steinkeller 2005, 29). I wish to thank an anonymous reviewer for referring me to this text.

\textsuperscript{12} This noun is attested only in the plural in the Bible.
simplicity. The shaded cells indicate substantives which select a reflex of *-āt.\(^{13}\)

Table 4: Masculine nouns with *-āt plural forms

<table>
<thead>
<tr>
<th>Hebrew sg</th>
<th>Hebrew pl</th>
<th>Aramaic pl</th>
<th>Ugaritic pl</th>
<th>Akkadian pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʾaggān ‘basin’</td>
<td>ʾaggānōt</td>
<td>ʾaggānīn</td>
<td>—</td>
<td>agannātu</td>
</tr>
<tr>
<td>miškān ‘tent’</td>
<td>miškānōt(^{14})</td>
<td>mašknīn</td>
<td>—</td>
<td>maškanātu</td>
</tr>
<tr>
<td>zānāh ‘tail’</td>
<td>zānāhōt</td>
<td>dunbin</td>
<td>—</td>
<td>zibbāti</td>
</tr>
<tr>
<td>pē ‘mouth’</td>
<td>pēyyōt/pīyyōt</td>
<td>pumīn</td>
<td>—</td>
<td>pātu</td>
</tr>
<tr>
<td>nāḥār ‘river’</td>
<td>nāḥārōt</td>
<td>nharīn(^{15})</td>
<td>nhrm</td>
<td>nārātu</td>
</tr>
<tr>
<td>lūaḥ ‘tablet’</td>
<td>lūhōt</td>
<td>luḥīn</td>
<td>lht</td>
<td>—</td>
</tr>
<tr>
<td>mizbēaḥ ‘altar’</td>
<td>mizbēaḥōt</td>
<td>maddbīn</td>
<td>mdbīt</td>
<td>—</td>
</tr>
<tr>
<td>mōṣāb ‘dwelling’</td>
<td>mōṣābōt</td>
<td>mawtabīn</td>
<td>mbīt</td>
<td>—</td>
</tr>
<tr>
<td>ʿāp̄ār ‘dust’</td>
<td>ʿāprōt</td>
<td>ʿaprīn (Syr)</td>
<td>prm</td>
<td>?</td>
</tr>
</tbody>
</table>

The table illustrates that within Northwest Semitic, Aramaic is the least similar to Hebrew,\(^{16}\) with Ugaritic slightly more similar;

\(^{13}\) The table includes only nouns whose plurals are attested in at least three of the four languages represented here.

\(^{14}\) This lexeme selects -ōṯ twice (Ezek. 25.4 in the pronominal state; Ps. 46.5 in construct) out of 20 plural occurrences.

\(^{15}\) This is the plural in the earlier dialects. Later dialects shift to *-āt, e.g., Syriac nharwān.

\(^{16}\) The list of mismatched Aramaic–Hebrew nouns is longer than what is presented here, but in many cases, there are no cognates, or no plurals, attested in other languages, which precludes definitive conclusions on the pattern in Hebrew. Some of the nouns which show -ōṯ in Hebrew, but -īm in Aramaic are ʾōṣār ‘treasure, granary’, zikkārōn ‘memory’, ḥālōm ‘dream’, mīzrāq ‘basin’, māṭār ‘rain’ (Job 37.6), masmēr ‘nail’ (twice with -ōṯ and twice with -īm), ʾēṣeb ‘grass’ (Ps. 27.25), šōm ‘fast’ (Est. 9.31), qārāb ‘war’ (Ps. 68.31), māʾōr ‘light’ (except in Ezek. 32.8).
however, Hebrew patterns more often with Akkadian than with its closest Northwest Semitic relatives.

Table 5 below includes feminine singular nouns, either marked or unmarked for gender, which select the plural morpheme *-ūn. In Hebrew and even more so in Akkadian, this is a relatively small category, as neither language has many cases where feminine singular nouns select *-ūn.

Table 5: Feminine nouns with *ūn plural

<table>
<thead>
<tr>
<th>Hebrew</th>
<th>Aramaic</th>
<th>Ugaritic</th>
<th>Akkadian</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʾḥēn ʿstone’</td>
<td>ḥāḥānîm</td>
<td>ʾabnīn</td>
<td>abnū</td>
</tr>
<tr>
<td>ḥīṭṭā ʿgrain’</td>
<td>ḥīṭṭîm</td>
<td>ḥēṭṭîn</td>
<td>ḥṭîn (ḥṭ?)</td>
</tr>
<tr>
<td>ḥăbēnā ʿbrick’</td>
<td>ḥăbēnîm</td>
<td>libnîn</td>
<td>lbnt17</td>
</tr>
<tr>
<td>ʿēz ʿgoat’</td>
<td>ʿizzîm</td>
<td>ʿinzîn</td>
<td>‘zm</td>
</tr>
<tr>
<td>ṛāḥēl ʿewe’</td>
<td>ṛāḥēlîm</td>
<td>rîhlîn</td>
<td>—</td>
</tr>
<tr>
<td>šibbōlet ʿear of grain’</td>
<td>šibbōlîm</td>
<td>šebblîn, šubblîn</td>
<td>šblt</td>
</tr>
<tr>
<td>šānā ʿyear’</td>
<td>šānîm18</td>
<td>šnîn</td>
<td>šnm</td>
</tr>
<tr>
<td>ṭāʾēnā ʿfig’</td>
<td>ṭāʾēnîm</td>
<td>tʾenîn</td>
<td>—</td>
</tr>
<tr>
<td>paʿam ʿstep’</td>
<td>paʿāmîm19</td>
<td>—</td>
<td>pʾnt</td>
</tr>
</tbody>
</table>

17 Although the singular and plural are indistinguishable in Ugaritic orthography, the construct bt lbnt ʿbrick house’ (1.4 V 11) likely contains a plural form (ʿa house of bricks’ rather than ‘a house of brick’).

18 The absolute plural of this lexeme is -īm, the construct and pronominal indicate either -ōt or -īm, sometimes in the same book, e.g., šēnōṭēkā ʿyour (ms) years’ (Job 10.5) versus šānāw ʿhis years’ (Job 36.26).

19 There are three instances of -ōt (Exod. 25.12; 37.3; 1 Kgs 7.30), all in the pronominal state, out of 61 plural occurrences.

20 The form of the plural of pēnu ʿthigh’ depends on its gender, as it is attested with both genders in Akkadian.
The data indicates that in the case of feminine nouns with *-ūn plurals, Hebrew patterns exactly with Aramaic, a bit less with Ugaritic, and very little with Akkadian.

Tables 4 and 5 show that Biblical Hebrew has slightly more variation than Aramaic, which shows greater propensity for *-ūn, and Akkadian, which leans toward *-āt; however, Hebrew patterns with Akkadian more than expected given its phylogenetic position.

Borrowed lexemes are a special case. Typically, when borrowed lexemes are incorporated into the host system, they are expected to follow the standard morphological rules of the host system. In the languages I examined, most borrowed lexemes select *-āt, regardless of their gender, animacy, or the morphology of the singular.  

For example, words borrowed into Akkadian, primarily from Sumerian, frequently select *-āt, e.g., ḫaruwaḫuzu~ ḫaruwaḫuz-āt-u ‘tool’ (< Hurr.); iššakku~iššakk-āt-u ‘local ruler’ (< Sum.). In Ugaritic, evidence of plural forms for loan and native lexemes is limited, but nablu~nblât ‘flame’ (< Akk. nabl-ū) is quite striking, as Ugaritic selects the plural marker -āt, even though the original Akkadian plural is -ū. In Mishnaic Hebrew, -ōṯ is the preferred plural morpheme for borrowed lexemes, e.g., māmōn~māmōnōṯ ‘wealth, value’ (< Gr.), simpōn~simpōnōṯ ‘receipt’ (< Gr.). Since most of the borrowed lexemes are in the domain of common nouns and common verbs, and those that are in the domain of proper nouns or proper verbs are marked in the singular, there is no need to mark them with the plural morpheme.

21 The tendency to mark borrowed words with *-āt is also widespread in modern Arabic dialects; e.g., ranḵ-āt ‘Range Rovers’ (Bettega 2017, 162). See also Fischer (2002, 66, §104, n. 1) for a similar phenomenon in Classical Arabic.
lexemes in this stage of Hebrew are Greek, many carry a Greek masculine or neuter suffix, which includes a rounded vowel (-ος/-ον), giving false support to the impression that the conditioning factor is phonological. Many other lexemes without this morpheme also select -ος; e.g., ʾẓūḡ~ʾẓūḡōt ‘pair’, ʾissar~ʾissarōṯ ‘coin’, etc.

The comparative evidence provides a number of useful leads. First, Hebrew is clearly not an exceptional system and several of the phenomena assumed thus far to be Hebrew-specific and/or Hebrew-internal should be examined from a much broader perspective. Second, Hebrew often patterns with Akkadian, not, as might be expected, with Aramaic or Ugaritic. Explanations given for the distribution of the plural morphemes in Hebrew clearly cannot be based solely on internal evidence (§2.0 above).

The assumption in the scholarly literature is that, since plural morphemes are gendered, feminine nouns will choose *-āt and masculine nouns will choose *-ūn. This assumption is true for the distribution of the plural morphemes with adjectives and participles, where the plural morphemes behave predictably. If indeed plural marker distribution on adjectives is the same as that for substantives, as is widely assumed (Hasselbach 2007), one should expect alignment of the plural morphemes with appropriately gendered singular nouns. But that is not the case. The Semitic languages examined here, including Hebrew, show numerous se-

---

22 See Heijmans (2013) for the most up-to-date list of borrowed Greek lexemes.
mentically and morphologically diverse categories of substantives that do not select the expected suffix. Since all Semitic languages with a similar number system show the plural morpheme to be unpredictable with substantives, any answer provided by examining Hebrew alone, outside its Semitic context is likely to be partial, if not misleading. I now turn to examine what these observations bring to the study of Hebrew.

4.0. Hebrew in Context

Given the comparative evidence, it emerges that some claims concerning the distribution of plural morphemes in Hebrew are unsustainable. The phonological and morphological factors conditioning the choice of *-āt, if they exist at all, cannot be internal Hebrew factors. For example, the patterns miqtōl/maqtēl, which are listed as conditioning -ōṯ (Tubul 2003, 74–75), include nouns which are attested in other languages with the plural *-āt.23 If there is a morphological factor underlying the choice of the plural morpheme, it should be expected to apply as equally to Ugaritic and Akkadian as it does to Hebrew.

Given the distribution observed in the previous section, not only is the organisation of plural morphemes in Hebrew unexceptional; it is also possibly inherited from some ancestor. While it is interesting to trace the distribution of each morpheme in Biblical and post-biblical Hebrew, studying them in isolation

---

23 For example, Hebrew miškān—miškānoṯ ‘dwelling’ and Akkadian maškanātu; Hebrew maššā—maššāʾōṯ and Aramaic massān; Hebrew mōšāb—mōšābōṯ ‘dwelling’ and Ugaritic mṯbt, etc.
from similar patterns in other languages has not yielded fruitful results.

One of the shortcomings of this scholarly navel-gazing is failure to observe that plural formation in post-biblical Hebrew does not pattern with Aramaic. The influence of Aramaic on Rabbinic Hebrew is well documented, but plural nominal morphemes remain largely unaffected. The reason may be that, crosslinguistically, bound morphemes tend to exhibit low borrowability (Matras 2014). It may also indicate that the system in Hebrew was already firmly established by the time Hebrew speakers came into intense contact with Aramaic speakers.

The difference between the distribution of plural morphemes in the languages examined here, as well as the documented diachronic shift to -ōṯ observed in post-biblical Hebrew indicate that nominal plural morphemes are not gendered. Additionally, not only does the gender of the singular fail significantly to affect the choice of plural morpheme, but so does the form of the singular. If either the gender or form had much relevance for plural formation, we should expect a much more consistent system, where certain plural forms are blocked. Moreover, a pronounced shift to -ōṯ in a system regulated by gender assignment would be unlikely, if -ōṯ were marked for gender. The fact that the shift happened regardless of an opposite shift in Aramaic is indicative that gender cannot be the principal feature.

From the perspective of Hebrew historical linguistics, the two observations noted here, namely the historical shift in Hebrew to -ōṯ and the difference between the trends in Hebrew and Aramaic, may be useful for the relative dating of biblical texts, if
used with caution. In order to properly ascribe weight to the occurrence of a particular plural morpheme, we must first trace its distribution across the entire corpus, under the assumption that in proto-Hebrew plural morphemes on substantives were not gendered. This will allow us to identify the pattern of change, if such exists. The use of a specific plural morpheme does not have a clear binary monarchic/exilic distribution; rather, it can be interpreted as historically significant if certain conditions are met. There are two ways of interpreting the evidence:

1. A change from -īm to -ōṯ can be interpreted as a sign of a diachronic shift in cases in which -ōṯ appears in texts known or thought to be late, as well as post-biblical Hebrew, while -īm is restricted to early texts or Transitional Biblical Hebrew (TBH).

2. A localised use of -īm may be an indication of Aramaic interference in cases in which -īm appears in some late texts, while -ōṯ appears in texts of various periods, including Late Biblical Hebrew (LBH) and post-biblical Hebrew. Comparison to Aramaic is instructive, if the lexeme is attested there.

Claim (1) above can be illustrated with the distribution of the plural of ḥallōn ‘window’. In monarchic period texts it is pluralised with -īm, ex. (8), in exilic texts, it shows both plurals, (9)–(10), and in LBH (11) and post-biblical Hebrew (12), -ōṯ is found. This tallies with the observation made by several scholars, that
during its attested history Hebrew shifts to use -ōt more generally, at the expense of -īm.\(^\text{24}\)

\[(8) \] יעשׂ לְלֵֽבַתׁ֥ הָֽיְלָ֑זִי שֶׁכֶּ֤פֶים֙
‘he made window frames for the house’ (1 Kgs 6.4)

\[(9) \] וַהֲנַלְוִ֖וֹתָם אָֽסְמִ֣וֹתְּוָֽןֽׁוָּ֖וֶּשָּֽׁ֜ים
‘and the sealed windows and the galleries around’ (Ezek. 41.16)\(^\text{25}\)

\[(10) \] וַחֲלֹנִּ֣וֹת אָֽסְמִ֣וֹת אֲֽטֻמוֹתָ֖ם
‘and sealed windows facing the chambers’ (Ezek. 40.16)

\[(11) \] מְשַׁנֶּ֔ה מִרְדֵּ֛חַהּ לֹ֖נִים
‘gazing from the windows’ (Song 2.9)

\[(12) \] לָאָ֣שֶׁתָּֽןׁ מִןׁ הָלְנַוָּ֣תָן וָ֖אִסַּֽעְיָֽהּ עַלׁ֥וֹתָן
‘he shall not reduce or increase the number of windows’
(m. Baba Metzia 8.9)

It is, therefore, warranted to assume that for this noun the plural -ōt in Song of Songs is a sign of lateness, while the use of -īm likely positions a text no later than the Babylonian Exile.

Claim (2) is more complicated. Since Aramaic exhibits the exact opposite direction of Hebrew, under certain conditions the

\(^{24}\) Other examples of a shift from -īm > -ōt are observable in the case of, among others, the nouns mô’ēd ‘appointed time’, which occurs with -ōt only in 2 Chron. 8.13; mat’ām ‘savoury dish’, which occurs with -ōt only in Prov. 23.6, 3; māḏēn ‘shield’, which occurs with -ōt in 2 Chron. 23.9 (and also in contemporary Akkadian; cf. von Soden 1966, 16), but with -īm everywhere else; perēṣ ‘breach’ occurs with -īm in Amos 4.3; 9.11, but with -ōt in Ezek. 13.5; and others.

\(^{25}\) Ezekiel is the only text where ḥallōn ‘window’ conditions feminine agreement.
appearance of -īm may be indicative of an Aramaism and, therefore, of exilic or post-exilic date. One must exercise caution, however, as not all nouns that select -īm are a result of foreign interference, and an early use of the plural morpheme -īm should be clearly distinguished from a hypothesised Aramaic calque -īm. I suggest that we can verify whether -īm is a result of language contact, if there is evidence that both pre-exilic and later texts regularly use -ōṯ, while -īm occurs only in texts that are suspected of being under Aramaic influence. A few examples will suffice to demonstrate the potential of this feature.

The biblical nouns pinnāq ‘corner’ and parsāq ‘hoof’ are attested with the plural morpheme -ōṯ in both pre-exilic, (13)–(14), and exilic or post exilic, (15)–(16), texts:

(13) וַשְׁקִיתָּהּ פִּנֹתָהּ֙
‘and that has cloven hooves’ (Lev. 11.3)

(14) וְעָשִׂיתָ֖ קֵֽרְנֹתָֽיוּ
‘you shall create its horns on its four corners’ (Exod. 27.2)

(15) וּפְרָסִ֥וֹת בְּהֵמָָּה֙
‘the hooves of a beast will not bother them’ (Ezek. 32.13)

(16) עִלֵּי־הָמָּנָ֖בָ֑לֶת עִלֵּי־פִּנּוֹתָֽהּ
‘over the towers and [their] corners’ (2 Chron. 26.15)

The same morpheme is also used in post-biblical Hebrew, where both lexemes select the plural -ōṯ:

(17) הוא מקיף פרשוֹתָּהּ
‘he surrounds his hooves’ (m. Bekhorot 7.6)

(18) ארבע על ארבע פיטוֹתָּהּ
‘its corners are four by four’ (m. Middot 1.1)\textsuperscript{26}

However, in Zechariah, an Achaemenid period text, both nouns select the plural morpheme -īm:

(19)

וּפֶרֶשֶׁה יֵפֶרֶךְ

‘he will tear their hooves’ (Zech. 11.16)

(20)

עֲדֵיְשָׁר הָפָגֵים

‘up to the corner gate’ (Zech. 14.10)

Given the distribution of the plural -ōt in pre-exilic, exilic, and post-exilic texts, the occurrence of -īm in Zechariah is exceptional, requiring explanation. I suggest that the choice of plural morpheme is a localised Aramaic calque, which failed to be adopted in later periods.\textsuperscript{27}

A second example comes from Song of Songs, another post-exilic text. The language of Song has generally been dated to the Hellenistic period based on a number of late features.\textsuperscript{28} Dobbs-Allsopp (2005) proposes that the plural of meḡēd ‘precious thing’

\textsuperscript{26} Sharvit (1990, 370) notes a few instances of pinnīm ‘corners’ in Mishnaic manuscripts, but they are rather likely related to pānīm ‘face’.

\textsuperscript{27} Neither lexical item is attested in Persian period Aramaic texts. In Late Antique dialects pnītā takes -ātā (e.g., in Syriac), although the lexeme is likely derived from a different root (Aram. √pny versus Hebrew √pnn). The lexeme parsā is also attested in later texts, where its plural morpheme varies. JPA has parsātā, while Syriac uses parsānē as well.

\textsuperscript{28} The list of LBH features in Song includes orthography (the plene spelling of dāwīd ‘David’), morphology (e.g., preference for the 1cs pronoun ṭānī), syntax (the decline of narrative wayyiqtol), and lexicon (preference for hēk for mouth instead of the early pē). See Dobbs-Allsopp (2005) for a fairly thorough list and discussion.
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there, *magādim* (Song 4.13, 16; 7.14), is a late feature, on the basis of the discussion in Polzin (1976), who argued that preference for nominal pluralisation is a sign of lateness.

(21) *šelātheth pārats ṭemōnīm ṭem ṭemōnīm*

‘your branches are a pomegranate orchard with precious fruit’ (Song 4.13)

This proposal is difficult because another plural, *miɡdaʾnōt*, is used in several other biblical texts, so the use of the plural is not per se diagnostic:

(22) *mīgdaʾnōt nāṭeš teʾmahā*

‘he gave precious things to her brother and mother’ (Gen. 24.53)

(23) *wīy mīgdaʾnōt nāṭeš teʾmahā*

‘their father gave many presents of silver, gold and precious things’ (2 Chron. 21.3)

The exact dating of Gen. 24, ex. (22), is difficult. Rofé (1990) has suggested that it is a Persian period text, based on its language. Rendsburg (2002) argues on the basis of the same features that it is not a late text, but rather a Northern text, which per Rendsburg includes multiple instances of Aramaisms, as a form of style switching. This analysis includes the lexeme *meḏed*, which Rendsburg argues is ‘Aramaic-like’ and Rofé suggests is late.  

---

29 See also Ezra 1.6 and 2 Chron. 32.23.

30 Akkadian *magattu—magadātu* is a possible cognate. Von Soden (1966, 16) reads *magāṭātu* and suggests that it is a loanword from Aramaic, whose root he suggests is ṣḥ (see Sokoloff 2002, 362). CAD assumes the root is ṣmgd. The lexeme is still listed as an Aramaic loan in
and Joosten (2019, 81–82), however, note that despite the late features and signs of contact with Aramaic embedded in Gen. 24, the text also exhibits several CBH features which are generally absent from LBH. They, therefore, suggest that the text belongs to TBH.

What has not previously been noted in the context of this discussion is the form of the plural. Song of Songs pluralises meged with -im, while all other biblical texts, whatever their date, use -ōt. Following the criteria I set above, the plural with -im in a single text is exceptional, and since the language clearly did not stop using -ōt to pluralise this substantive, it may be a calque of the Aramaic plural. Indeed, all dialects of Aramaic where the lexeme is attested pluralise meged with a reflex of *-ūn: JPA maqdânīn, Targum maqdânīn, Syr. maqdunē (or meqdunē). The plural of meged in Song is, therefore, likely an Aramaic calque, which lends support to the LBH dating of the text.

Some other possible cases are the plural of kinnōr ‘lyre’. It generally selects -ōt in pre-exilic (2 Sam. 6.5) and post-exilic (Neh. 12.27) biblical texts. This is also true in Mishnaic Hebrew (e.g., m. Sukkot 5.4). The only exception is Ezek. 26.13, where it appears as kinnōrayik ‘your (fs) lyres’. In Aramaic, this noun also selects *-ūn, for example JPA kīnārīn, Syriac kēnārē. The plural of

\[ \text{CAD} \] although no Aramaic origin is noted. Abraham and Sokoloff (2011, 40) reject Sokoloff’s etymology, but suggest no alternative. Given the context of the lexeme in Akkadian, that is, a dowry list, it is possible that it is a cognate of the Aramaic and Hebrew lexeme. Its attestation in Neo-Babylonian roughly fits the date of the first instance of the lexeme in Hebrew, if Gen. 24 is viewed as a TBH text. The evidence is, however, too scant for a clear conclusion.
šāḇūa‘ ‘week’ is typically pluralised with -ōṯ in both pre-exilic (Exod. 34.22) and post-exilic (2 Chron. 8.13) biblical texts. The same plural is found in Mishnaic Hebrew (e.g., Megilla 3.5). The only exception is Daniel, where all occurrences of the plural of šāḇūa‘ are šāḇūʿîm. The plural of this noun in Aramaic is similarly a reflex of *-ūn, e.g., JPA and CPA šābuʿîn, Syriac šabuʿē. Caution should be exercised, however, in evaluating such cases, and evidence from Aramaic and post-biblical Hebrew is crucial to establishing the direction of change.

5.0. Summary and Conclusions

This paper has dealt with the age-old problem of mismatched plurals in Hebrew. I have attempted to show that the study of such phenomena purely on the basis of Hebrew is misleading. In a comparative perspective, the distribution of plural morphemes in Hebrew is not exceptional and has parallels in other Semitic languages. The comparative evidence as well as documented diachronic shifts in Hebrew can be used for linguistic dating. The main methodological conclusion I hope readers draw from this paper is that the study of the structure of Hebrew must not be undertaken in isolation from evidence in other languages; in most cases comparative evidence is invaluable.
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1.0. Introduction

In this paper I shall outline the data supporting the claim that proper names have a different status in Biblical and Modern Hebrew. In Modern Hebrew they are determiner phrases (DPs), acting as arbitrary labels for individuals, while in Biblical Hebrew they are noun phrase (NP) predicates, denoting properties of individuals, and refer to an individual only because the noun phrase denotes a singleton set of individuals with the given property. DPs are headed by a D position, which can be filled either by a determiner or by a noun that moves to fill that position, while NPs are headed by nouns. While DPs are generally closed to further modification and will hold their own definiteness or lack thereof, NPs are open to further modification, including the addition of determiners (e.g., English the) and predicates such as

1 My thanks go to Gabi Danon and Adina Moshavi, for their help and advice in writing this, as well as to Keren Khrizman, for her help with the poster. I cannot express my gratitude enough to the late Susan Rothstein, who introduced me to the field and encouraged me to attend this conference, and whose grant, ISF 205147, allowed this research to happen.
adjectives. The motivation for this theory is the difference in distribution of personal proper names in the annex of construct phrases in Biblical and Modern Hebrew, which is outlined in §2.0. The various pieces of supporting evidence for this argument are outlined in §§3 and 4, and conclusions can be found in §5.

2.0. Construct Phrases

The first piece of evidence that the proper name in Biblical Hebrew is a NP is its distribution within the construct phrase. When a NP predicate—that is, a noun phrase that assigns a property—acts as the annex of a construct phrase, the head—generally, though not exclusively, a noun—takes the construct state, possibly undergoing phonological shift; it then takes a NP annex via NP incorporation, meaning that anything that can act as the annex of the construct phrase must be a NP (Borer 2008; Rothstein 2017). In both Modern and Biblical Hebrew, the head of the construct phrase needs to be relational. When a sortal noun, i.e., a noun that denotes an object that can be counted, acts as the head of the phrase, as in (1), it shifts to take a relational interpretation, with the relationship being defined from context (Rothstein 2012). In (1), this is a type of possession, while in (2), the head is inherently relational and does not need to shift to become so, with the phrase denoting a familial relationship. This is the case in both Modern and Biblical Hebrew.

(1) תּוֹלָדְתָּ הַיָּם

\begin{verbatim}
bi-ḏgāt hay-yām
\end{verbatim}
PREP-fish,FS,CNST DEF-sea
‘over the fish of the sea’ (Gen. 1.28)
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The construct phrase can be found in both Modern and Biblical Hebrew. In this paper, I follow Rothstein (2012), who argues that the construct phrase requires a predicate NP complement, which acts to describe what is denoted by the head of the phrase. A DP cannot take this position, as it acts referentially and cannot be used to denote a property, even an abstract one, such as seen in (1) and (2). If this is the case, then the reason that in Modern Hebrew personal proper names cannot appear in the annex of construct phrases (apart from in specific exceptional circumstances) is likely to be as a result of their status as DPs, which prevents them from acting as input for NP incorporation, which is the syntactic process by which the parts of a construct phrase are brought together.

However, \textit{be(y)t ṣari'ela / moše} is judged by native speakers to be felicitous in reference to the Tel-Aviv central library, in which the construct refers not to the house that belongs to Ariella, but rather to the building that is named after her. In this situation it is not used referentially, but rather to denote a property, that of being named after her. Therefore, the name serves as a predicate. This is the
denotation of a specific building, which would be referred to in English not as Ariella’s Library, but as The Ariella Library.

Similarly, (4) is grammatical, although in a way different to (3), in that it describes a type of glasses, a style characterised by the individual denoted in the annex, rather than the specific pair of glasses possessed by that individual. While (3), when grammatical, denotes a specific building or institution, (4) denotes a type, a subset of glasses, and, as such, is open to further modification to which (3) is not. Apart from these outlined exceptions, the general rule in Modern Hebrew is that a personal proper name is not allowed in the annex of a construct phrase.

In Biblical Hebrew, by contrast, personal proper names appear freely in the annex of construct phrases which denote a range of different relationships, including possession (as in (5)), familial relations (as in (6)) and part-whole relations or inalienable possession (as in (7)).

(5) בָאָָּּֽהֳל י־ש ֵׁ֑ם
bo-ʾāhāl-ē ʾšēm
PREP-tent-PL.CNST Shem
‘in the tents of Shem’ (Gen. 9.27)

(6) בְנ ָּֽי־י עֲק ֹ֜ב֙
ḇǝn-ē yaʿāqōḇ
son-PL.CNST Jacob
‘The sons of Jacob’ (Gen. 34.13)
Given the assumption that the construct state requires NP annexes (Rothstein 2012), and the observation that personal proper names appear freely in the annex of the construct state in Biblical Hebrew, the data strongly suggests that personal proper names in Biblical Hebrew, unlike in Modern Hebrew, are predicate NPs, describing properties, rather than DP arguments, which have referential qualities and are closed to any further modification. In the following sections I will bring further empirical evidence in support of this analysis.

There is an alternative explanation for this, i.e., that the construct denotes a more restricted set of relationships in Modern Hebrew than it does in Biblical Hebrew. Therefore, although in Modern Hebrew the construct does not allow for DPs to act as the annex, in Biblical Hebrew this is allowed. This would mean that the difference in the distribution of personal proper names in the construct phrase in Biblical Hebrew and Modern Hebrew results only from differences in construct syntax, not in the syntax and semantics of proper names, as this paper argues, based on a various types of evidence elaborated in the following sections.
3.0. Semantic Composition and Interpretation of Names

3.1. Simple Names

There is further reason behind the theory that names in Biblical Hebrew are predicative, denoting properties. Names in Biblical Hebrew are at times completely transparent in terms of their semantics, although this varies from name to name. Due to their morphology, complex names, which are built up from phonological parts that have independent meaning, are more likely to be transparent than simple names. In some places, simple names may be semantically transparent, but entirely opaque in terms of the relationship between the name and the individual, such as with (8):

(8) תָּמָָּּֽר

tâmâr
date.palm
‘Tamar’ = ‘date palm’ (Gen. 38.6)

This can be taken a step further, as there are names which have no clear meaning to the modern reader, such as (9):

(9) יֶהֱעַ
yêhû
‘Jehu’ (1 Kgs 19.16)

No reason is provided in the narrative for the connection between these names and the individuals who bear them. This being the case, it is difficult to find a connection between the individual and the name in a way that would support the argument that it denotes
a property of the individual or their lifetime. In other words, (8) appears to differ little from names such as *Daisy* in English, which are directly taken from common nouns, and may contain a metaphorical reference to the plant from which the name is derived. Therefore, it appears that the argument that names denote properties and act as predicates, while supported by many complex names, may not hold true in regard to simple proper names. Although it appears to be the case in examples such as (10) below, it does not necessarily hold true for examples such as (9), for which it is difficult to postulate a derivation from a meaningful noun.

(10) פֶלֶג

*peleg*

‘Peleg’ = ‘division’ (Gen. 10.25)

According to the narrative, this name was given to the individual bearing it because in his lifetime, the world was divided, after the Tower of Babel. This name could therefore be argued to be predicative in the same way as *Ichabod* in example (15).

Personal names are generally referential expressions whose meaning amounts to their reference in the world. They denote specific individuals, but in many languages the relationship between the lexical item and the object can be arbitrary. The name *John* does not express any particular property that the individual has, other than carrying that particular name. This can be seen in Biblical Hebrew in examples such as (8). In contrast, some personal names, such as that seen in (10), are used to refer to individuals, but also express properties like predicate NPs. These names are semantically transparent to a large degree and may be complex. If this is the case, then when these names are broken
down into their constituent parts, they can be interpreted as genuine predicates. These names can indicate the character of the individual that they denote, the situation surrounding the birth of the individual, or some hope that the person who gave the name had for the future, either personal or national.

3.2. Complex Names

Many names in Biblical Hebrew can be seen to have complex semantic composition, with some names having construct morphology and being indisputably comprised of two separate words, as in (11). There are also names that form a single orthographic unit, but which contain a number of different lexical items, linked with what may be the remnants of case markings, as in (12), or, alternatively, a vowel that could be argued to be the hireq compagnis, as in (13), below (Layton 1990).

(11) בֶּן־אוֹנִּיּ

\[bǝn ʾōn-i\]

son.CNST mourning-POSS.1CS

‘Benoni’ = ‘son of my suffering’ (Gen. 35.18)

There are a number of names which form single orthographic units, within which multiple lexical items can be seen, with various phonemes used to connect the lexical items as and when needed. These include names such as those shown in (12) and (13):

(12) בְּתוּא ָּֽל

\[bǝṯ-ū-ʾēl\]

house.CNST-NOM(?)-god

‘Betuel’ = ‘house/temple of god/El’ (Gen. 22.22)
This name, along with the more common alternate with similar semantics in (14), seems to denote an individual who is characterised by service to God, i.e., a deeply religious and devout man, or a wish of those who named him that he would be so. Indeed, of the individuals who bore the name adduced in (14), the ones who appear in the narrative rather than simply genealogies are shown to perform acts that demonstrate their faith.

It is worth noting that this is not always the case, and that not all of those who carried theophoric names were described as righteous in the text, but it is demonstrably the case that these names had meaning and denoted properties of some sort. All of these examples are theophoric names, i.e., names containing the name of a deity, with the medial vowel ū, as in (12) above, which may be a remnant of archaic case marking that later fell out of use.

There are also some names which are clearly comprised of two words, often with the first in the construct state. One of those is (11) above, and another is (15):
Both examples (11) and (15) denote properties of the situation of the individual’s birth, with (11) denoting the personal suffering of the mother, Rachel, while (15) denotes the lack of national pride or honour caused by the capture of the Ark of the Covenant by the Philistines. These names are also explicitly explained as part of the individual’s birth narrative. There are also names that may be construct phases, or alternatively possessives, but for which the relationship between the individual and the name are unclear, such as (16):

(16) אֲדֹנִי־צֶֹ֜דֶק
        Adon-ı ēḏeq
master.cnst-poss.1cs/gen(?) righteousness

‘my master of righteousness’ or ‘master of justice’ (Josh. 10.1)

For names such as these, although their meaning is unclear, their morphology strongly suggests that they are NPs. So, too, are many construct phrases and, therefore, NP predicates.

There are also several complex names that are predicates and yet function as nouns, such as (17):

(17) יְהוֹנָּתָֹ֜ן
        Yeho-natan
Yhw-give.sc.3ms

‘Jonathan/Yehonatan’ = ‘The LORD has given’ (1 Sam. 14.6)
This name, also theophoric, and those like it, add to the evidence supporting the predicative status of names in general, because the predicative nature of their verbal constituents makes the preservation of that status more likely once the name is formed. Although much of the time, the name בֵּית יִמְנָם ‘Benjamin’, forms a single unit, its status as a construct name is demonstrated in a number of circumstances in which it splits to reform its constituent elements, particularly in the gentilic, as in (17):

(18) בְּנֵי יְמִּינַיִּים

This additionally shows that even when the name has been formed, it does not lose its status as a noun phrase, but is still productive and can change. This is further evidence that names in Biblical Hebrew should be considered NPs rather than DPs, especially given the possibility, outlined in §5.0, that Biblical Hebrew does not have a determiner position at all, and that, therefore, no nouns project to the DP level, remaining entirely at the NP level (Jeffay and Rothstein 2019).

4.0. Evidence from Gentilic Names

4.1. Gentilic Names as Modifiers

Gentilic names are a subcategory of proper names with their own distinct morphology. Of the proper names, they are the closest in nature to adjectives, and act as such, modifying names or common nouns and generally taking predicate position as modifiers.
Rather than referring to individuals, their core meaning refers to a family, tribe, or place of origin, although in certain situations, they refer pragmatically to an individual. While the name רְאוּבֶן ‘Reuben’ is a personal proper name referring to an individual, the gentilic name רְאוּבֵּנִי/רֹאָבֶן refers to the tribe descended from this individual. Gentilic names are able to function as intersective modifiers, denoting a set or group which has a particular property or characteristic and overlaps with another group, generally denoted by the predicate being modified to produce an intersection containing a subset of the group of individuals initially denoted by the predicate. They have all of the properties of adjectival modifiers, agreeing with the noun that they modify in gender, number, and definiteness. They so frequently take the definite article, that Joüon and Muraoka (2009, §137c) suggest that the definite article appears as a rule, with the times that this does not happen being a rare exception. This use of the gentilic name is particularly interesting given evidence (outlined in §4.3) that suggests that the gentilic name, despite its morphological similarities with the Hebrew adjective, is generated as a NP. The -ī suffix is used in a number of ways in Biblical Hebrew, including in the formation of the gentilic name, as well as many adjectives, ordinal numbers and directions, indicating some commonality between them, possibly suggesting that the gentilic name is adjectival.

(19)

hāmān  hā-ʾāgāgī

Haman  DEF-Agag-GNT/ADJ

‘Haman the Agagite’ (Est. 8.3)
Here, the gentilic name concords grammatically with the personal name, taking the definite article as well as masculine singular agreement.

In situations where the head noun of the phrase is indefinite, the gentilic name once again agrees:

(20) אִֵ֣ישׁ יְהוּדִִ֔י ʾīš yǝhūḏ-ʾi

man Judah-GNT/ADJ

‘a Judaean/Judahite/Jewish man’ (Est. 2.5)

Here, due to the indefinite nominal head, the gentilic name does not take the definite article. In the examples seen so far, agreement in definiteness can be seen, but number and gender may conceivably be masculine singular by default because of the derivation of the gentilic. But cf. (21) and (22).

(21) ר֨וּת הָמֹאֲבִּיָֹּ֜ה rūṯ ham-mōʿāḇ-ʾiy-ā

Ruth DEF-Moab-GNT/ADJ-FS

‘Ruth the Moabitess’ (Ruth 2.2)

Here, the gentilic name, derived from a masculine personal name, can be seen to agree in gender with the feminine name, taking the feminine ending.

(22) אֲנָּשִ֨ים מִדְיָּ֤נִים ʾānāš-ʾīm miḏyān-ʾīm

man-PL Midian-GNT/ADJ.PL

‘Midianite men’ (Gen. 37.28)

Here, the gentilic can be seen to agree in number, taking the plural to agree with the indefinite masculine plural nominal head.
The contrast between the feminine singular in (21) and the masculine plural in (22) shows that the gentilic is able to agree in gender and number and does not default to the masculine singular in all environments.

However, in contrast to (19) and (21), the gentilic name does not always take the definite article when agreeing with personal proper names, as demonstrated in (23). This may suggest that personal proper names are not necessarily definite. It is usually (though not always) the case that modifiers agree in definiteness with the noun they modify. This together with the feasibility of marking a gentilic name with the definite article suggests that in (23) the proper name is indefinite.

(23) אֶלְקָּנָּה בֶּן־יְרָחָם בֶּן־אֱלִיְהוּ בֶּן־תָּחָו בֶּן־צֶוִּף אֶפְרָּתִי אֵלְקָּנָה בֶּן־יְרָחָם בֶּן־אֱלִיְהוּ בֶּן־תָּחָו בֶּן־צֶוִּף אֶפְרָּתִי
Elkanah son.CNST Jeroham son.CNST Elihu son.CNST Tohu
ben šūp ʾēphrāṭ-i
son.CNST Zuph Ephrat-GNT/ADJ
‘Elkana, son of Elihu, son of Tohu, son of Suf, (the/an) Ephrathite’
(1 Sam. 1.1)

Here, the Masoretic reading tradition indicates that this is a single phrase, with no pause between ‘Zuph’ and ‘Ephrathite’. Therefore, agreement is expected. The lack of definiteness marking on the gentilic name suggests that the name with which it agrees may not be inherently definite, i.e., does not necessarily denote a unique and defined individual, and, thus, does not force agreement.
4.2. Gentilic Names as Noun Phrase Predicates

Gentilic names, being another class of proper, albeit not necessarily personal names, have nominal as well as adjectival uses, taking a position between that of nouns and adjectives on the spectrum. They can be used to denote individuals, and can be used as the annex of construct phrases, which is a position that licences only NP predicates. This is most clearly distinguished from adjectival usage in examples in which the head has a distinctive construct form and when the head and annex differ in terms of grammatical concord. It is, therefore, clear that there is no agreement. This means that the following examples are particularly good evidence for the nominal nature of the gentilic name within the construct phrase:

(24) מִּשְפָּחַת הָקְהָּתִֵּׁ֑י

mišpaḥaṭ  haq-ontvangst-ī

family(FS).CNST DEF-Koth-GNT/ADJ(MS)

‘the Kohathite family’ (Num. 26.57)

(25) מִשְפָּחְוֹת הָכְנָעֲנִּין

mišpaḥōṭ  hak-kōnā‘ān-ī

family(FPL).CNST DEF-Canaan-GNT/ADJ(MS)

‘the Canaanite families’ (Gen. 10.18)

In example (24), the head is clearly assigned construct state, and there is no agreement between the head and the annex, with the head being feminine and lacking the definite article, while the annex is masculine and marked for definiteness, with the definiteness percolating over the entire phrase. Likewise in (25), except that the head is feminine plural, rather than singular.
The gentilic name can also be used to denote individuals, which can be singular, as seen in (26), or plural, as seen in (27).

(26) יִשְׁמְעֵל-ים
yišme‘ēl-im
Ishmael-GNT/ADJ.PL
‘Ishmaelites’ (Judg. 8.24)

(27) וַי עֲבָר אֶת-ה כוּשִׁי
way-yā‘ābōr ʿeṯ hak-kūš-i
and-3M.pass.(s).WPC DO DEF-Kush-GNT/ADJ
‘And he passed the Kushite’ (2 Sam. 18.23)

In (26) the reference is to a group of individuals descended from the individual who had the name ‘Ishmael’. In (27) the reference is to a single individual, salient from context, who in the situation described is the sole individual of that nationality in any way relevant to the narrative.

Of nearly 1,800 gentilic names analysed in the process of the research project building towards my thesis and from which this paper stems, the vast majority, over 1,400, were analysed as nominal, either as a result of their appearing in the annex of construct phrases or appearing alone, referring to an individual or group. Although the suggestion of an elliptical or null noun merits consideration, if that were the case here, it would be true for over nine hundred instances. The number of null nominal heads would thus approximately triple that of heads explicitly expressed. This arguably militates against a solution that emphasises elliptical expressions or null heads.

Given that the vast majority of occurrences of gentilic names have been analysed as nominal rather than adjectival, I
suggest that this is the root meaning of the word, and that the modificational use is an extension of this. While it is possible that a nominal name could shift to become an adjective with null morphology, it is more likely to be a name acting in apposition as a modifier. It is also possible that all adjectives act thus, as Waltke and O’Connor (1990, 261) suggest that “because the boundary between adjectives and substantives is not fixed or rigid, it is common to find nouns that are most often used as adjectives in substantive slots.” They suggest that the difference between adjectives and nouns in Biblical Hebrew is more subtle than may be assumed, and it may indeed be the case that all adjectives are indeed nouns acting in apposition to other nouns. This would also raise the likelihood that all nouns, including proper nouns, are predicates. Hilman (2013) discusses the formation of gentilic names, primarily in terms of the addition of the suffix -ī, generally used in adjective formation, to nouns such as place names, in order to denote an individual’s origin. The gentilic, more than almost any other name, is transparent in its formation and most clearly connected both to its morphological root and to the adjectival interpretation that marks it as a predicate.

4.3. Definite Markers on Gentilic Names

Of the 1,417 gentilic names found with nominal use, 1,045 have the definite marker ha-, indicating that they are NPs rather than DPs—since DPs are unable to appear in the scope of definite markers. Therefore, proper names that appear in the scope of the definite marker should be analysed as predicate NPs. This means
that alternations such as the one between (28) and (29) demonstrate that the gentilic name is a NP predicate rather than a DP, and that the ha- is a true clitic, rather than integral to some gentilic names.

(28) יָדֹּם

הָּאֵֽדְמֹּם

Edom-GNT/ADJ

‘Edomite’ (Deut. 23.8)

(29) יָדֹּם

הָּאֵֽדְמֹּם

DEF-Edom-GNT/ADJ

‘The Edomite’ (1 Sam. 22.9)

Bekins (2013) discusses the use of the definite article in Biblical Hebrew, outlining a number of potential uses. The generally accepted use of the article is anaphoric, i.e., reference to something that has already been mentioned within the discourse. This differs from associative use, in which the item mentioned has not appeared in the discourse, but has identity inferable on the basis of association with a referent found in the discourse (generally because it is found in the semantic frame of something previously mentioned in the discourse, such as referring to the front door when a house has just been mentioned). Mention is also made of the generic, where the definite article is used, but the referent is indefinite, with no specific referent denoted. In such scenarios, the definite article is not required, but may appear. For example, in prophecy, both (30) and (31) refer to lions in a generic sense, but in the former there is no definite article, while in the latter there is.
Proper Names as Predicates in Biblical Hebrew

(30) וְעֵגֶל וּכְפִיר וּמְרִיא יַחְדָּו
and-calf and-lion and-fatling together
‘and calf and lion and fatling (shall be) together’ (Isa. 11.6)

(31) וְהַכְפִיר עַל טַרְפּו
and-DEF-lion over prey-POSS.3MS
‘and the lion over his prey’ (Isa. 31.4)

(32) לָא־יָב ָ֧א וּמּוֹנִי וּמוֹ אָבִי
NEG 3M.come(s).PC Ammon-GNT/ADJ and-Moab-GNT/ADJ
‘No Ammonite or Moabite shall come...’ (Deut. 23.4)

It is possible that some parallels can be drawn between the use of the gentilic to denote kinds, as seen in (32), and the generic in the settings seen in (30) and (31), with both being able to denote specific indefinites because the kind as a whole is identifiable to the hearer. Once these parallels have been drawn and the similarities can be seen, it appears that gentilic names, and potentially all proper names, share most, if not all, properties with common nouns and, therefore, are just as likely to act as predicates.

5.0. Conclusions and Further Research

This paper has explored the properties of proper names in Biblical Hebrew, showing that they have the distributional and interpretational properties of predicate NPs, not of DPs. Complex names express properties of individuals, rather than acting as arbitrary labels for individuals. And proper names in general can
appear in predicate positions, acting as the annex of construct phrases.

Gentilic names have been explored as a case study for the wider corpus of names in Biblical Hebrew. They are able to act both in predicative NP positions and as intersective modifiers, similar to adjectives. This is a property that they may be expected to have, given their morphological similarity to adjectives and their derivation from nouns.

Besides for the points of interest outlined within this paper, there are wider theoretical implications. If personal proper names are not DPs in Biblical Hebrew, does this category exist at all in the language? The status of nominal phrases needs to be determined, and if the DP category exists in Biblical Hebrew, we need to understand at what level NPs in general are interpreted—DP or NP. There are a number of languages in which the definite article can be found with a proper name, such as Italian, as outlined in Longobardi (1994), and in many of these languages when the definite article is not found, it is suggested that the name raises to fill the determiner position. However, current syntactic theories allow for languages without DPs, and as such it is entirely possible that there is no DP position in Biblical Hebrew, leaving the question open for further investigation in future research. Doron and Meir (2016) suggest in Modern Hebrew that what is often analysed as the definite clitic is in fact part of state morphology, and is one of the morphological markers of the emphatic state—one of the three states into which nouns are classified in the context of that paper, the others being the construct state, discussed in this paper, and the absolute state, in which
nouns are generally interpreted as indefinite. If ha- is not necessarily a determiner in Modern Hebrew, there is no reason to assume that it is a determiner in Biblical Hebrew at this point.

Additionally, a question raised by the study of gentilic names within this paper is whether there is a distinction in Biblical Hebrew between the nominal and adjectival categories. If such a distinction does not exist, it makes the phenomena explored in this paper much easier to explain. However, if the distinction does exist, it is then necessary to determine in which category gentilic names are generated, and under which conditions they are prompted to shift to the second category.
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THE SHIFT FROM THE BIBLICAL HEBREW FAR DEMONSTRATIVE הוהוֹא TO THE MISHNAIC HEBREW אָותָו

Chanan Ariel

One of the most prominent differences between Biblical and Mishnaic Hebrew is the shift of the far demonstrative pronoun הוהוֹא in the Biblical Hebrew (e.g., ‘that man’) to the Mishnaic Hebrew אָותָו (e.g., ‘that man’). Since the mid-nineteenth century, scholars have attempted to offer an explanation for this change. This article reviews the development of modifying demonstrative pronouns in Hebrew and Aramaic, supporting the suggestion that the dominant factor in this change was Greek influence. The article also offers a possible explanation for the extreme nature of this change and the exclusive use of the new modifying pronoun in Mishnaic Hebrew.

1.0. Introduction: The Extreme Change in the Far Demonstrative Pronoun between Biblical and Mishnaic Hebrew

In Mishnaic Hebrew, the direct object marker אָותָו is used as a demonstrative pronoun in two ways: (a) the direct object marker

© 2021 Chanan Ariel, CC BY 4.0  https://doi.org/10.11647/OBP.0250.08
The form of the direct object marker that is inflected with third person pronominal suffixes (אתו, אתה, אתן) replaces the distal demonstrative modifying pronoun (הוא, היא, הם) in Biblical Hebrew. I should note here that, in terms of syntactic function, the respective Biblical and Rabbinic Hebrew pronouns usually express anaphora or identity, and are not used

1 This structure may have limited precedents in Late Biblical Hebrew, such as וְטוֹב מִשְנֵיה ֶ֔ם אֵ֥ת אֲש רַע מִ֖ן ל ֹ֣א הָיָָ֑ה ‘and happier than either are those who have not yet come into being’ (Eccl. 4.3; NJPS). For a comprehensive review of the literature and an updated discussion on the distribution of this structure in the Bible, see Samet (2020).

הָא as an independent demonstrative pronoun appears in the Tannaitic literature only in its uninflected form, and always before a subordinating clause. The use of the inflected form of היה as the nucleus of a clause began only in Amoraic Hebrew (Sokoloff 1969, 138; Breuer 2002, 211–13).

2 This citation, like all citations from rabbinic literature, is according to the Ma’agarim website of the Academy of the Hebrew Language at https://maagarim.hebrew-academy.org.il.

3 The masculine and feminine forms merged into one form (אתן) because of the phonetic shift (under certain conditions) from final /m/ to final /n/ in Mishnaic Hebrew.
as independent indicative pronouns (as distinct from their proximal counterparts).⁴

This paper is devoted to the use of the inflected form מַשְׁמַר as a demonstrative modifier. A good example of the shift that occurred between Biblical and Rabbinic Hebrew can be seen when we compare the wording of the law of ‘егל ‘ארוּفة ‘the heifer with a broken neck’ in the Bible and its Mishnaic presentation. The Torah states:

(2) וְהָֹ֣ה הָֽעִיר הַקְּרַ֔בָּה אֶל־הָֽלָּ֙ל וְהָּ֔קוֹדֶשׁ מַעֲלַ֖ת בָּרָֽק אֵֽשֶׁר לָֽא־וֹבְדֶה בּוֹֽוֹל׃ כֹּ֥הוּ זִקְנֵי הָֽעִיר הַהִּ֑וא עֲגַלָּ֖ת בָּקָּר אַֽשֶּׁר לָֽא־עַבְּד בָּֽוֹל׃ וְלָֽקְחֻֽוּ זִקְנֵי הָֽעִיר הַהִּ֑וא עֲגַלָּ֖ת בָּקָּר אַשֶּֽׁר לָֽא־מָשָּֽׁה בָּוֹל׃ וְהוֹרִ֥דוּ זִקְנֵי הָֽעִיר הַהִּ֑וא עֲגַלָּ֖ת בָּקָּר אַֽשֶּֽׁר לָֽא־מָשָּֽׁה בָּוֹל׃... וְכָל זִקְנֵי הָֽעִיר הַהִּ֑וא רֹחֵצִ֖ין אֶֽת־יָדָ֑יהם עַל־הָֽעֲגַלָּ֖ת הָֽעֲרוּפֵּֽה בּוֹל׃

‘And it shall be, that the city which is next unto the slain man, even the elders of this city shall take an heifer, which hath not been wrought with, and which hath not drawn in the yoke; And the elders of this city shall bring down the heifer unto a rough valley... And all the elders of this city, that are next unto the slain man, shall wash their hands over the heifer that is beheaded in the valley.’ (Deut. 21.3–6; KJV)

Whereas the text in the Mishnah reads:

(3) קֹ֜נֶן אָוֹתָהּ תעֵד מִבֵּ֛י אַנִ֥י עֲגַלָּ֖ת בָּקָּר אַֽשֶּֽׁר לָֽא־עַבְּד בּוֹֽוֹל׃ וְכָל זִקְנֵי אָוֹתָ֖הּ רֹחֵצִֽיּוּ אַתָּֽה יָדָֽיהם בּוֹל׃... מוֹרְדִּידִ֥י אָוֹתָ֖הּ לָֽא נַחַל אִֽזְוַּת׃... קֹ֜נֶן אָוֹתָ֖הּ תעֵד רְוֹצִֽיּוּ אַתָּֽה יָדָֽיהם בּוֹל׃... בְּכָל בָּמֵֽמְקוֹם עֲרֵפֵתָ֖ה שָׁלַגְּנֶֽל׃

‘The elders of that city brought a heifer from the herd which had not been wrought with and which had not drawn in the yoke ... and they brought it down unto a rugged valley... The elders of that city washed their hands in water at the place where the heifer’s neck was broken.’ (Mishna, Soṭa 9.5–6; Danby 1933, 304)

This is a radical change. The inflected pronoun -את in the relevant syntactic role occurs 67 times in the Mishna (in 56 different mishnayot), while the adjectival demonstrative pronouns היה and הה are only three times (in two mishnayot).  

2.0. Documentation of the Change in Sources

Preceding Mishnaic Literature

The shift from אות to הה is completely undocumented prior to Mishnaic Hebrew—whether in the Bible or in the documents from the Judaean Desert. Józef Milik suggested that this shift may be seen in a disjointed fragment from an Aramaic astronomical work found at Qumran. Milik (1976, 296) reads the relevant words as [ואותה בימ֯] ‘and on [the] same day, and on that day’ (4Q211 [4QEnastrd ar] 1 iii, 4). However, Beyer (1984, 258, 506) interprets it as a loan from Hebrew אוֹת ‘sign’, which Cook (2015, 4) regards as the better explanation. But the conventional reading may be wrong. Alexey Yuditsky and Elisha Qimron

---

5 According to Kaddari (1991, 213), in the three instances in which the biblical pronoun appears, its use may emphasise its deictic (rather than anaphoric or identity-related) function. An example isrial המעות ההם מחלילין על הפרות איציל ‘Let that money be rendered free for common use by [exchange with] this produce’ (Ma‘aser Sheni 3.4; Danby 1933, 76).
kindly alerted me that the words should be read as [מא]. If their reading is correct, we should probably parse the word מאי ומאותה as an infinitive form of the root א"ת, potentially in the function of a verbal noun. The meaning of the phrase would thus be ‘and its entrance on the day.’

Jan Joosten (2002, 14–16) has noted two verses where the Septuagint documents the independent demonstrative pronoun א"ת. In Num. 6.13, the object pronoun in the phrase ‘one shall bring him’ is translated as αὐτός ‘he himself’. Similarly, in Num. 33.8 the place name אֵתָם is translated αὐτοὶ ‘they themselves’. Joosten argues that this translation reflects the influence of the spoken Hebrew of the period of the translators, in which א"ת already served as an independent demonstrative pronoun. However, the use of the pronouns א"ת and אֵת as independent demonstrative pronouns is first documented in a Hebrew text only in the Palestinian Amoraic period, some five hundred years later, and is completely absent from Tannaitic Hebrew (see fn. 1, above).

6 Compare the infinitive forms of this root in Qumran Aramaic, מ"אתה (Beyer 1984, 525). Regarding the digraph א"ות, cf. the spelling ר"תא ‘summit’ (1Q20 14.9; Muraoka 2011, 29). Milik’s claim (Benoit, Milik and de Vaux 1961, 120) that the pronoun א"ות is documented in Mur 22.1-2 ‘sold... the place’ is not probable at all. Depending on the context of this fragmentary document and comparing to other documents (e.g., KhQOstracon 1.4; 5/6Hev 44.6–7), there is no reason to doubt that this א"ת is the direct object marker. Indeed, the analysis as a direct object marker appears in Yardeni’s edition (Yardeni 2000, A, 45–47; B, 27).
Accordingly, it would seem that we should consider other possible explanations for these surprising translations. As Joosten himself noted, there is a syntactic difficulty in the first of these verses (the verse has no antecedent to which the anaphoric object pronoun וֹאֹת could refer); this difficulty was resolved in a similar manner in the Tannaitic Halakhic Midrash, Sifre. In the second instance, it is not impossible that the translators had a version before them with the spelling והם with a waw, rather than the defective אתם, as in the Masoretic Text; that they may have had such a reading tradition can be hypothesized in light of the transliterations of the other three occurrences in which this proper name appears (Exod. 13.20; Num. 33.6, 7): Ὄθομ, Βουθάν.

See Sarfatti (1992, 342); Kahana (2011, 275–76). Yet, though the meaning is the same, the grammatical analysis differs: if the Septuagint, like the Sifre, had understood אתו to mean ‘(he brings) himself’, it would have used the reflexive pronoun ἑαυτόν.

Prof. Joosten has kindly drawn my attention to three further examples in which the Septuagint translates אתו as an independent demonstrative pronoun rather than an object pronoun. Two of these instances appear in just a single textual witness. See Lev. 26.39 in Aquila’s recension (for a discussion of the different versions, see Wevers 1997, 459) and 1 Kgs 9.25 in Codex Alexandrinus. Both instances entail exegetical difficulties. In Lev. 26.39, the antecedent of והם (which the translator read as אוֹתָם) is unclear (Milgrom 1991, 2329; cf. the discussion of Num. 6.13, above). The interpretation of the verse from Kings remains unclear in modern research (Kalimi 2005, 121–22). In the third instance, Ezek. 10.22, all witnesses for the Septuagint (as well as Targum Jonathan) translate והם as an independent pronoun, i.e., ‘and they’. Medieval exegetes (such as R. David Qimḥi) struggled to interpret the word in its context in the verse, and explanations offered by modern scholars are also forced (Saydon 1964, 202).
Aaron Kaminka (1942, 342) noted that in some cases the Septuagint interprets a difficult Hebrew word as if it were Greek. Thus, the phrase וְחוּשֵַ֥י הָאַרְכִֶ֖י רֵֵ֥עַ הַמ ָֽל ךְ ‘and Hushai the Archite was the King’s friend’ (1 Chron. 27.33) is translated καὶ Χουσὶ ὁ πρὸτος φίλος τοῦ βασιλέως ‘and Chousi the chief friend of the king’. The translator understood the Hebrew word הָאַרְכִֶ֖י as if it were the Greek word ἀρχή.

In light of Kaminka’s note, one might ask what caused the Greek translator to prefer these ungrammatical translations: did he utilise his familiarity with the Greek pronoun αὐτός to resolve the difficulties in these verses, or did he rather take advantage of his knowledge of the Rabbinic Hebrew זוהא, as Joosten has suggested? I prefer the first option, because, as noted, the use of זוהא as an independent (rather than complementary) pronoun is not documented in rabbinic literature prior to the Palestinian Amoraic period.

3.0. Research Questions and Review of Previous Studies

The replacement of the structure זוהא the word order change in Mishnaic Hebrew, raises three key questions:

1. Why does the word order change in Mishnaic Hebrew, so that the demonstrative pronoun now precedes the noun it complements?

2. Why was the distal demonstrative pronoun זוהא replaced by the object pronoun זוהא?

3. What was the motivation for such an extreme shift?
The first two of these questions have been discussed in the research literature since the mid-nineteenth century, but, to the best of my knowledge, the third question has not been examined. I will briefly review the main opinions in the literature.

Abraham Geiger (1845, 36) argued that the change reflected Aramaic influence. He noted that the third-person plural pronoun אָנוּ הואּ is used both as an object pronoun and as a demonstrative adjective. Geiger also noted that use of the inflected forms of יִתְנֵה instead of the distal pronoun is documented in Christian Palestinian Aramaic and in Samaritan Aramaic. The same use is found in a small number of cases in Galilean Aramaic (such as חָזְרָה כִּפְתָה ‘those knots’). Following Geiger, Nöldeke (1868, 471) and Wright (1890, 113) suggested that dialects such as Samaritan Aramaic and Christian Aramaic influenced the Mishnaic Hebrew.

9 In Biblical Aramaic, אָנוּ הואּ serves as an independent demonstrative pronoun (Ezra 5.4); some scholars have argued that it also serves as a separate object pronoun (Dan. 6.25; see, for example, Bauer and Leander 1927, 70; Vogt 2011, 107). A good illustration of the use of אָנוּ הואּ as an object pronoun can be found in וַאֲשֵׁר אָנוּ הואּ... וָתֹבֶר אָנוּ הואּ ‘and he found them... and defeated them’ (Genesis Apocryphon 20.20). An example of its use as a modifier may be found in the Bible: אָנוּ הואּ הַמֵּלֶךְ ‘those kings’ (Dan. 2.44). The pronoun הוֹמִי usually serves in Biblical Aramaic as an object pronoun (as in Ezra 4.10, 15), though it also appears as an independent subject pronoun (Ezra 5.11; see Bauer and Leander, 1927, 70).

10 Sokoloff (2014, 168). Prof. Simon Hopkins has drawn my attention to a similar phenomenon in Christian Arabic; see Blau (1966, 402–5); Tal (1979, 62–63; 2000, 366); Stadel (2013, 44).

The flaw in the comparison to the object pronoun אָתָּה is that its use as an object pronoun and a demonstrative adjective pronoun is found only in the plural, and not in the singular. It is unlikely that the plural pronoun, which is relatively rare, would influence the singular pronoun, which is several times more common. The suggestion that the Aramaic dialects that have an inflected form of אָתָּה influenced Hebrew is also problematic, since these dialects are later than Mishnaic Hebrew. Moreover, they use the inflected form of אָתָּה alongside distal demonstrative pronouns, and in Galilean Aramaic, which has a strong affinity to Rabbinic Hebrew, this form is extremely rare; in Mishnaic Hebrew, by contrast, אָתָּה is the sole form and the grammatical norm.

Isaac Hirsch Weiss (1867, 4, 112) developed Geiger’s argument, claiming that phrases such as בַּהּ אָתָּהּ הָיוּ ‘on that day’ also have their origin in the Biblical Aramaic phrases בַּהּ שַׁעֲתָֹא ‘at the same moment’ (Dan. 3.6); בֵּהּ זִמְנָָא ‘at the same time’ (Dan. 4.33). However, Weiss fails to explain why, instead of the expected structure בִּיָּמְי הָיוִים, Rabbinic Hebrew developed a structure with the object pronoun, בְּאָתָּהּ הָיוִים.

GKC (365), Moshe Zvi Segal (1927, 202), Waltke and O’Connor (1990, 178), and others have suggested that this phenomenon has its origins in Hebrew, rather than in the Aramaic dialects. They suggested that the use of the object marker אָתָּה in its uninflated form emerged first as an emphatic form, then be-
came an independent demonstrative pronoun marking the subject (see fn. 1 and example (1) above), and finally the use of the inflected form of אתא developed as a demonstrative adjective.

However, the claim that את的确 serves as an emphatic form in Biblical Hebrew is in itself controversial. Moreover, it is difficult to explain how the use of uninflected ואת as an emphatic form in a few exceptional instances in Biblical Hebrew could have totally changed the grammatical structure in the Mishnaic Hebrew. Furthermore, as already noted (above, fn. 1), in Tannaitic Hebrew there is a sharp formal and syntactic separation between the ‘emphatic’ שאתא and the modifying demonstrative ואתא: the former always appears in an uninflected form as the antecedent of a relative clause, while the latter always appears in an inflected form as an attribute not followed by a relative clause. Had the latter form developed from the former, we would expect to find some overlap between the syntactical functions of the two pronouns.

Aaron D. Rubin (2005, 123) has suggested that this structure emerged due to a reanalysis of sentences such as

ראיתי אתו האיש שראית
I saw him, the man you saw’,

which was reanalysed as

ראיתי אתו האיש שראית
I saw that man you saw’.

Through a process of grammaticalisation, the inflected object pronoun אתו then became a demonstrative pronoun. The problem in Rubin’s explanation is that there is no documented in-

---

12 See Blau (1954); Samet (2020).
stance in Mishnaic Hebrew showing the structure **object pronoun + definite noun + relative clause**, which according to his reconstruction forms the starting point for this process.\(^\text{13}\)

Azzan Yadin-Israel (2015, 339) has offered a convincing solution. He suggests that the complementary demonstrative pronoun developed due to the syntactical and phonetic similarity to the Greek word \(αὐτός\), which serves as an anaphoric pronoun and pronoun of identity, in a manner similar to the object pronoun \(אותו\) in Mishnaic Hebrew.\(^\text{14}\) Yadin-Israel offers no evidence to support his suggestion. I shall seek to examine his proposal below in light of developments in Hebrew and Aramaic, and contact with Greek, and aim to substantiate his argument, while offering an alternative explanation for Mishnah Baba Batra 5.2 which he discusses.

\(^{13}\) I thank Prof. W. Randall Garr for the reference to Rubin. It should be added that in a similar instance in Biblical Hebrew, we find the repetition of the direct object marker: וְהָיָָ֨ה הַגּ֜וֹי וְהַמַּמְלָכָ֗ה אֲש ָ֨ר לֹֹֽא־יַעַבְד֤וּ א תַ—נְבוּכַדְנ אצִַ֣ר מ ֹֽל ךְ־בָב ֔ל ‘And it shall come to pass, that the nation and the kingdom which will not serve him, the same Nebuchadnezzar king of Babylon‘ (Jer. 27.8; KJV). A partial similarity to the structure reconstructed by Rubin (though without a nucleus in the subordinate clause, cf. fn. 1 above) can be found in the verse: וַיִָ֣מ ת אֹתָ֑וֹ אֲש ר־ה פְְק ָּ֥ד מ ֹֽל ךְ־בָב ֶ֖ל בָאָֹֽר ץ ‘and [he] slew him, whom the king of Babylon had made governor over the land‘ (Jer. 41.2; KJV). For a detailed discussion of prolepsis in Biblical Hebrew, see Kogut (1981–1982).

\(^{14}\) I thank Prof. Gary A. Rendsburg and Dr Uri Mor for the reference to Yadin-Israel.
4.0. Discussion

4.1. Aramaic Influence on the Position of the Complementary Pronoun

In Late Biblical Hebrew, we find several examples of the use of the distal demonstrative pronoun הוא before a proper noun. I shall mention two examples here:

(4) וַיְהִִ֧י לִָֽיחִזְקִיָָ֛הוּ ע ֵ֥ש ר ְוֶ֖וֹד מְא ָ֑ד ... וְהֹ֣וּא יְחִזְקִיָָ֗הוּ סָתַם א ת־מוֹצָָ֞א מֵימֵֶׁ֤י גִיחוֹן

‘And Hezekiah had exceeding much riches and honour … This same Hezekiah also stopped the upper watercourse of Gihon.’ (2 Chron. 32.27, 30; KJV)

(5) ע זְרָא ב ן־שְרָיֶָ֔ה ... וְהֹוּא ע זְרָא עָלָֹ֣ה מִבָב ֶ֔ל וְהָֽוּא־ס פֵֶׁ֤ר מָהִיר בְתוֹרַֹ֣ת מ ש ֶ֔ה ... ‘Ezra the son of Seraiah … This Ezra went up from Babylon; and he was a ready scribe in the law of Moses.’ (Ezra 7.1, 6; KJV)

In one case at least the demonstrative pronoun הוא appears before a noun:

(6) בְאָמְרִֹ֣י לָרָשָָ֗ע רָשָע מֹ֣וֹת תָמֶ֔וּת וְל ֹ֣א דִבֶַ֔רְתָ לְהַזְהִֵ֥יר רָשֶָ֖ע מִדַרְכָ֑וֹ וּלְאָֽבַקֵָֽש׃

‘When I say unto the wicked, O wicked man, thou shalt surely die; if thou dost not speak to warn the wicked from his way, that wicked man shall die in his iniquity; but his blood will I require at thine hand.’ (Ezek. 33.8; KJV)15

15 Some scholars argue that all these instances actually entail an appositional structure (‘he, that is to say: an evil one’) rather than a complementary demonstrative pronoun; for example, see Kogut (1981–1982,
The structure in Late Biblical Hebrew is reminiscent of the use of the demonstrative adjective pronoun הוא in Biblical Aramaic:

(7) הָוָֽה הַכְּתֻשָּׁא רָאֵ֣יָהוּ דֵּי־דְֹֽב טֶָ֔ב

‘As for this image, its head was of fine gold.’ (Dan. 2.32; World English Bible)

The phenomenon of placing a pronoun before the noun to which it refers (prolepsis or cataphora) is well documented in Aramaic. From as early as the Imperial Aramaic of the sixth century BCE, we have documentation of a periphrastic genitive construction with a proleptic possessive pronoun preceding the construct; this is also documented for Biblical Aramaic in the phrase (Genesis Apocryphon 20.20) a demonstrative adjective pronoun precedes the noun: ‘that spirit’. However, it seems to me that this is better parsed as the past form of pe’al אתה כתשא לה ולכול אנש ביתה

‘and it smote (lit. would smite) him and all his house’. See Avigad and Yadin (1956, 44). The scholars who parsed a pronoun here, rather than a verb, did not address this analogy. They rejected the view that הוא is a past form of the verb הוא, since they did not find any other instance where the ancillary verb הוא is separated from the main verb by the subject. We should note, though, that it is equally true that there is no other instance in Qumran in which a complementary pronoun precedes the noun.
the name of God’, lit. ‘his name of God’ (Dan. 2.20). In Biblical Aramaic there are two instances (in addition to Dan. 2.32 mentioned above) where the demonstrative pronoun appears before the noun: ‘this building’ (Ezra 5.4); ‘these beasts’ (Dan. 7.17).17

However, in most of the instances in which הוא is used as a modifying demonstrative pronoun in the Aramaic dialects preceding Mishnaic Hebrew, it appears after, rather than before, the noun. Moreover, it is even difficult to find nominal clauses containing noun + demonstrative adjective והוא functioning as an object. It is true that in the Nabataean Aramaic, this structure appears in the object function, as for example:

אָסָמָלְקָל בַּר בְּדָּבֵּד נַתֵּנָה וְיָפָר דָּמִי כְרַז עַזְּאָה וּזְא

‘smlk son of ‘bdy proclaimed that (same) grove and paid off the price of that same (writ of) proclamation.’ (Papyrus Starcky [P. Yadin 36], Ins 17–18; Yardeni 2001, 132)

Still, even in Nabatean Aramaic והוא is not used as an object pronoun (contrary to the plural demonstrative adjective pronoun והוא).18 Accordingly, it is difficult to suggest that the use of the

17 Since Kutscher (1971, 104–9), the growth of this phenomenon in Aramaic has conventionally been explained by way of Akkadian influence. For a review of the literature, examples from various Aramaic dialects, and a comprehensive discussion, see Pat-El (2012, 89–132).

18 In all the ancient Aramaic dialects we have found only two instances where ‘it (f.)’ is used as an independent subject pronoun (Muraoka and Porten 1998, 156 §d). However, these instances may be parsed as prominence or focus. See Muraoka (2005, 34).
demonstrative adjective pronoun הוא in Mishnaic Hebrew can be explained solely by reference to Aramaic.

4.2. Support for the Hypothesis of Greek Influence

Muraoka (2016, 74) notes with extreme brevity that the use of the Greek αὐτός as a pronoun of identity reminds us of the use of the object pronoun הוא in Mishnaic Hebrew. He adds that the phrase את ב‌הָנֵחַת ‘at the same moment’ (Dan. 3.6; 5.5) in Biblical Aramaic is translated by the Septuagint as αὐτῇ τῇ ὥρᾳ, ἐν αὐτῇ τῇ ὥρᾳ ἔξηλθον.

We may add to this that even the instances in which הוא serves as a pronoun preceding proper nouns, such as וְהוּא יְחִזְקִיָּהוּ (2 Chron. 32.3) and וְהוּא עֶזָּרָא (Ezra 7.6), as mentioned above (examples 4–5, above), are translated in the Septuagint as αὐτὸς Ἡζεκίας and αὐτὸς Ἔσδρας. The proleptic pronoun preceding the indefinite noun mentioned above (example 7) in וְהוּא רָשָׁע ‘that wicked man’ (Ezek. 33.8) is also translated (with the addition of the definite pronoun absent in the Masoretic version) αὐτὸς ὁ ἄνομος.

The use of αὐτός both as an anaphoric pronoun and a pronoun of identity and as an independent pronoun in the oblique cases is known from classical Greek,19 and is documented extensively in the Greek documents uncovered in Wadi Murabba‘at and in Nahal Ḥever, which reflect the contemporary Greek of the Tannaitic period.

---

19 See Smyth (1920, 92–93, §328).
Here are two examples from the Greek Judean Desert documents:

(9) ὅταν δὲ παρανεῖλε Σελα<μ>ψιοὺς τῷ αὐτῷ Ἰούδατι, τευχιζ[ζ]ει αὐτὴν διὰ δῆμο-σίων.

‘And whenever Shelamzious summons the said Judah he will register it with public authorities.’ (Papyrus Yadin 19, Outer text, Ins 25–27; Lewis 1989, 75)


‘which money I will repay to you on the kalends of January in the same year during the said consulship, and the interest of the said money I will deliver to you monthly at the rate of one denarius per hundred denarii per month.’ (Papyrus Yadin 11, Outer text, Ins 19–22; Lewis 1989, 45)

The syntactic analogy to the Greek is complete in all respects—both in the position of the pronoun and in its double function as an independent object pronoun and a pronoun of identity. Accordingly, this seems to us to offer the best explanation for the change in Rabbinic Hebrew. It is even possible that the similarity between the sound of the Greek and Hebrew words facilitated the influencing of the Hebrew structure by the Greek one.

4.3. Additional Instances of Greek Influence on Function Words in Rabbinic Hebrew

A similar example of Greek influence on Hebrew in the area of pronouns has been identified elsewhere. The influence of the
Greek pronoun ἀλλος on the use of the pronoun הוה in Tannaitic Hebrew to mark a change in the subject of the sentence has been discussed by Breuer (2002, 215 n. 257). This instance shows that Greek pronouns may have penetrated, or at least influenced, Mishnaic Hebrew.²⁰

Lieberman (1950, 298–99) noted an additional function word that shows Greek influence. He clarified the phrase בפרוס הפסח ‘before Passover’ in Tannaitic Hebrew in light of Greek πρὸς ‘before’. The common feature linking all these four words is the phonetic similarity between the relevant Greek and Hebrew words.

5.0. The Extreme Nature of the Change

The shift אָתוֹ > הוהי is much more significant than other changes in involving independent pronouns, such as אֶתָה > הוהי, זֹאת > הוהי. In these pronouns the connection to the Biblical Hebrew pronouns is still preserved and the pronoun accompanies the noun it complements as in Biblical Hebrew. It is also possible that the Mishnaic Hebrew pronouns reflect a dialect of Hebrew that existed alongside Biblical Hebrew. But the dramatic shift of the demonstrative pronoun אָתוֹ > הוהי required special motivation. I will seek to offer two complementary avenues of research that may resolve this problem: genre and morphosyntax.

²⁰ The fact that Greek ἀλλος did not affect the final vowel of הוהי may indicate that Greek only influenced the meaning and use of existing particles in Hebrew (the element הוהי appears in the existing pronoun הוהי), and was not responsible for the creation of new Hebrew particles.
5.1. **The Legal Genre’s Influence**

Crystal and Davy (1961, 202) noted that legal documents are careful to repeat the identification of the characters and of the assets to which they refer in an excessive manner in order to prevent any possibility of ambiguity.\(^{21}\) Examples of this can be found in the Nabataean Aramaic Papyrus Starcky, and in the Greek Papyri Yadin 11 and 19, all mentioned above. The same phenomenon is found in Palestinian Aramaic and Hebrew documents of the period. The heightened use of the pronoun of identity in the legal genre may have led to the routine use of the common Greek pronoun in the casual register.

5.2. **Omission of Definiteness in the Phrase Nucleus + Demonstrative Pronoun**

Perhaps we should liken this shift to another change between Biblical and Rabbinic Hebrew in the field of the definiteness of pronouns. The structure **indefinite noun + indefinite demonstrative adjective pronoun** appears just once in the Bible: יִתְרוּנְנָּה יִנְשֶׁר אֶזְאָנְה ‘and be mindful of this vine’ (Ps. 80.15), but is the standard structure in Rabbinic Hebrew.\(^{22}\) Based on the set of proximal pronouns איש זה, אישה זו, אנשים אילו— we would anticipate the following distal set: איש הוא, אישה היא, אנשים הן. However, the absence of the definite article from the demonstrative adjective pronoun was liable to create confusion between הוא as a demonstrative adjective pronoun, and הוא as an independent demonstrative

---

\(^{21}\) I thank Prof. Daniel R. Schwartz for the reference to Crystal and Davy.

\(^{22}\) See Kaddari (1991, 214); Azar (1995, 211).
pronoun, and איה as a copula. The use of the new pronoun איה removed this ambiguity and permitted a distinction between the anaphoric pronoun and pronoun of identity and the independent demonstrative pronoun.

5.2.1. Mishnah Baba Batra 5.2

A good illustration of the syntactic ambiguity created by the omission of definiteness in the demonstrative pronoun איה can be found in the various versions and interpretations of Mishnah Baba Batra 5.2. In this Mishna, R. Judah discusses whether someone who sells an ass also sells the ass’s trappings. He distinguishes between two instances:


‘If a man sold an ass he has not sold its trappings. Nahum the Mede says: He has sold its trappings also. R. Judah says: Sometimes they are sold with it and sometimes not; thus, if the ass was before him and it bore its trappings and he said, ‘Sell me this ass of thine’, all the trappings are sold too; [but if he said, ‘Sell me] that ass of thine’, its trappings are not sold with it.’ (Danby 1933, 372)

The use of the Biblical pronoun החמור here instead of simply Mishnaic חמור* requires explanation. It may emphasize its
deictic (rather than anaphoric) function, i.e., the ass standing there, and not here (see fn. 5, above).\textsuperscript{23}

In all Mishnaic manuscripts of the Palestinian branch, we find חמורך היא/הוא, with a possessive pronoun before the complementary definite demonstrative pronoun.\textsuperscript{24} Conversely, all textual witnesses of the Babylonian branch have הוא חמורך.\textsuperscript{25} The omission of the definite article from the pronoun in the Babylonian manuscripts (perhaps under the influence of the absence of definiteness in the demonstrative pronoun in the preceding phrase חמורך זי) created a difficulty in understanding the text.

The sentence חמורך היא is elliptical—it contains only the object, and does not include the principal component מבור אר. As long as the definite article was included before the demonstrative pronoun in the phrase חמורך היא, it was evident that this was not an independent sentence, but rather a nominal phrase to be completed according to the preceding sentence. However, the Babylonian version חמורך הוא has the appearance of a regular nominal sentence, and accordingly this led the Babylonian Amoraites, and subsequently many exegetes of the Mishna, to understand the phrase as an independent sentence, which in context must be a

\textsuperscript{23} It is noteworthy that in order to express the possessive pronoun ‘your ass’ with the Mishnaic demonstrative אות three words are required: אות חמורך שלך* instead of only two, as in חמורך היא.

\textsuperscript{24} This is the version in these manuscripts: Parma 3173 (De Rossi 138); Kaufmann A 50; Cambridge Add.470.1 (Lowe); Pococke 295 (Maimonides’ autograph); T-S E1.107 (Babylonian punctuation).

\textsuperscript{25} This is the version in these manuscripts: Munich 95; Paris 1337; Escorial G 1.3.1; Vatican Ebr. 115b; Hamburg 165.
question: the buyer asks the seller whether the ass belongs to the seller.

R. JUDAH SAYS: SOMETIMES IT IS SOLD, etc. What is the difference between THIS ASS OF YOURS and IS THE ASS YOURS?—Raba said: [When the buyer used the expression, THIS ASS OF YOURS, he was aware that the ass was his, and the reason, therefore, why he said unto him, “THIS” [must have been] on account of its equipment. [But when he asked], “IS THE ASS YOURS?” [he did so] because he was not aware that the ass was his, and this was [the implication of] his inquiry: “Is the ass yours? Sell it to me.”’ (Babylonian Talmud Baba Batra 78b; Slotki and Epstein 1989, 78b)

R. Yishmaʿel ben Ḥakhmon (prob. Egypt, thirteenth century), who was familiar with the versions in both the Palestinian and the Babylonian branches, offered two interpretations:

---

26 Yalon (1971, 106) argued briefly in favour of linking the explanation of the Mishna in the Babylonian Talmud to the differences between the Palestinian and Babylonian versions, contradicting Segal (1936, 51), who asserted that the Talmud’s interpretation was ungrammatical. Yadin-Israel (2015, 336–37) also suggested that the interpretation in the Talmud reflects a misunderstanding of Tannaitic Hebrew during the Amoraic period, ignoring the divergence of versions between the Babylonian and Palestinian branches.
IF THE ASS WAS BEFORE HIM AND IT BORE ITS TRAPPINGS AND HE SAID, “SELL ME THIS ASS OF THINE,” THE TRAPPINGS ARE SOLD TOO, for since the buyer knew that it is his ass, and he said to him זה (‘this’) he intended to buy the vessels on it, and he bought the vessels on it. חמור הזה (‘that ass of thine’)—that is, a particular ass belonging to you. Some versions of the Talmud have חמור הזה (‘is the ass yours?’), which indicates that he did not know that it was his ass, and asked him “the vessels are not sold,” since he did not intend to buy the vessels.’ (Hershler 1989, 122–23)

In my opinion, this example usefully illustrates the advantage of using the pronoun אחר rather than the indefinite pronoun הזה.

5.2.2. Comparison to the Development of the Demonstrative Pronouns in Palestinian Aramaic

This explanation is arguably supported by an analogous development in the Aramaic dialects used in the Palestinian translations of all the demonstrative pronouns, both proximal and distal. Tal (1979, 46–51) pointed out that a distinction began to emerge between the demonstrative adjective pronoun, which was preceded by היה, such as באורחה הדין (‘in that way’ (Targum Fragments Gen. 28.20 [Klein 1986, 37]; Tal 1979, 48), and the independent pronoun, which remained without היה, as in דј סיסј קיימה ‘This is the
The change from ההוא to Mishnaic Hebrew אותו is the result of language contact. Aramaic encouraged the prolepsis, but the change in the pronoun reflects the influence of a Greek pronoun with a similar sound and syntactic functions, as scholars have shown regarding other function words in Mishnaic Hebrew.

In light of this conclusion, it would seem that we should separate the discussion of the development of the pronoun אותו in Tannaitic Hebrew from that of the inflected pronoun אותו + noun, contrary to the prevailing opinion in earlier studies.27

The conclusion reached in this article may also have ramifications regarding the question of the definiteness of the nucleus for which the pronoun אותו serves as complement. In light of the situation in Greek and Aramaic, it might have been expected that

---

27 See, e.g., GKC (365, §117i); Segal (1927, 202); Oron (1990, 33); Waltke and O’Connor (1990, 178).
Mishnaic Hebrew would also show definiteness in the nucleus, contrary to the accepted view in the literature that this definiteness was added due to the need to separate two consecutive stressed syllables.\textsuperscript{28} This question should be re-examined in light of all the selected witnesses of the Talmudic literature. However, such clarification lies beyond the scope of the present article; I hope to discuss it elsewhere.\textsuperscript{29}
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\textsuperscript{28} See Mirski (1941); Sarfatti (1980).

\textsuperscript{29} I would like to mention here the late Prof. Edit Doron who asked me about this surprising shift in an email in December 2015 and aroused my curiosity. May her memory be blessed.
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THE BIBLICAL HEBREW SHORT *YIQ"]OL*
AND THE ‘CONSECUTIVE TENSES’

*Bo Isaksson*

It is commonly held in the theory of ‘consecutive tenses’ that way-
*yiqtol* in the synchronic state of Standard Biblical Hebrew (SBH)
stands in temporal, aspectual, and modal opposition to ‘*waw*-less’
*yiqtol*, and that the ‘consecutive *waw*’ in way*yiqtol* has certain se-
matic, pragmatic, or discourse-conditioned notions in contrast
to usual ‘copulative *waw*’. The semantics of the ‘consecutive *waw*’
are described as one of (temporal or logical) sequentiality or fore-
grounding. This article examines the linguistic reality behind
these assumptions.

1.0. The Status of the Short *yiqtol* as a Separate
Verbal Morpheme in SBH

Comparative research uniformly testifies that the short *yiqtol* in
Biblical Hebrew has its historical background in an old short pre-
fix conjugation *yaqtul* with perfective meaning.¹

¹ Huehnergard (2005; 2019, 62); Kouwenberg (2010, 126ff.); Hackett
(2012); Hasselbach (2013, 329); Kossmann and Suchard (2018, 47, 52).
Baranowski (2016b, 1) writes: “If there is anything absolutely certain
in the historical understanding of the Semitic verbal system, it is the
reconstruction of a short prefixed form with the perfective meaning,
The freestanding short yiqtol form is attested with two basic meanings in archaic Biblical Hebrew poetry, indicative (past) and jussive (Notarius 2013, 305, 307, 313). In classical prose the indicative meanings of short yiqtol are restricted by word order to the wayyiqtol syntagm. In comparison with the relatively free usage of short yaqtul in Amarna Canaanite, the indicative short yiqtol in SBH has been replaced by qatal in most positions and functions; the only exception to this replacement is the wayyiqtol syntagm (Baranowski 2016a, §4.2). By contrast, the jussive short yiqtol is retained in SBH, including in freestanding form (see Table 1).

Table 1: Short yiqtol past and jussive meanings (Tiberian vocalisation)

<table>
<thead>
<tr>
<th></th>
<th>indicative (past)</th>
<th>jussive⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Archaic Hebrew poetry⁵</td>
<td>Ø-yiqtol, wayyiqtol</td>
<td>Ø-yiqtol, wə-yiqtol</td>
</tr>
<tr>
<td>Classical prose</td>
<td>wayyiqtol</td>
<td>Ø-yiqtol, wə-yiqtol</td>
</tr>
</tbody>
</table>

used typically as the past tense in the indicative and as the directive-volitive form.”

² Since the theme of the present article is the short yiqtol in relation to the ‘consecutive tenses’, the jussive short yiqtol is only peripherally treated in the discussion below and no examples are given.

³ “It thus happens fairly frequently that perfective categories may have non-past reference in non-indicative moods or (which is the same thing) certain non-assertive contexts” (Bybee and Dahl 1989, 84). See also Palmer (2001, ch. 8).

⁴ The restriction to first position in the clause indicated in the table holds for affirmative jussive clauses. Clauses negated by ʾal exhibit a relatively free word order in SBH.

⁵ In the archaic phase of the language, the initial position of the verb is a tendency for which there are some possible exceptions: on Deut. 32.18, see Waltke and O’Connor (1990, 558); Joosten (2012, 417); Notarius (2013, 78, 307; 2015, 240).
The wayiqtol clause-type plays a major role in the system of consecutive tenses and has been the subject of an immense body of scholarly literature. Especially problematic is the nature of the waw conjunction in wayiqtol. Scholarly positions are illustrated in a surprising way by debate about the Aramaic Tel Dan inscription. Dated to the second half of the 9th century BCE, this old Aramaic text is approximately contemporary with the SBH period. The text type can be characterised as a retrospective report:

and my father lay down (and) went to [his ancestors.] Now the king of Israel had formerly entered in my father’s land. [But] Hadad made me king.

And Hadad went before me, [and] I departed from seven[ ... ] of my kingdom. And I killed seve[nty k]nings, who harnessed thou[sands of cha] riots and thousands of horsemen. [And I killed Jo]ram, son of [Ahab,] king of Israel, and [I] killed [Ahazi]yahu, son of [Joram, kin] g of the house of David; and I
set [... and I overthrew] (KAI⁵ 310.3–9; Biran and Naveh 1993; 1995)

This early Aramaic inscription aroused intense debate on the conjunction waw in wayyiqtol in Biblical Hebrew. The reason was that the inscription contains a number of verbal forms that are semantically and syntactically similar to the SBH wayyiqtol: ישהבע, יהיינאק, יאפק, יירא, יידעל, יעיל. The scholarly discussion came to focus on the waw preceding the five (or possibly seven) narrative prefix forms. In Biblical Hebrew grammar such a waw would have been considered ‘consecutive’ or ‘conversive’, and thus a central feature in the system of ‘consecutive tenses’. But Takamitsu Muraoka (1995a; 1995b; 1998; with Rogland 1998; also Kottsieper 1999, 62, 71 fn. 67) took the position that Biblical Hebrew was unique on this point:

‘inversive waw’ is a unique innovation in Biblical Hebrew;
two different types of conjunction -ְ existed only in Biblical Hebrew;
the conjunction in Aramaic can only be a normal -ְ, so -ְ in the Tel Dan w-yqtl forms must be ‘simple waw’;
there is no need to assume a ‘conversion’ of yqtl in Aramaic.

The majority of scholars, however, have disagreed with Muraoka and argue that:

6 The w-yqtl forms are underlined in the Aramaic text and are set in boldface type in the translation.

7 For example, Biran and Naveh (1993, 91); Emerton (1994); Sasson (1997, 113ff., 117); Fales (2011, 559, 568). Cf. Garr (1985, 184–86); Smith (1991, 18ff.).
w-yqtl in the Aramaic of Tel Dan has the same function and meaning as wayyiqtol in Biblical Hebrew; the conjunction -י in Tel Dan’s w-yqtl forms must be a ‘conversive’ or ‘consecutive waw’; there were two different types of conjunction -י in both early Aramaic and Biblical Hebrew.

It is striking that, in the wake of this discussion, practically no scholar has adopted the view that for both early Aramaic and SBH there was only one ‘natural language connective’ -י ‘and’.8

The traditional system of consecutive tenses in Biblical Hebrew has three hallmarks:9

1. The syntactic distributional opposition between clause-initial10 waw-consecutive forms and the corresponding non-initial waw-less forms. This means that wayyiqtol and wa-qatal are clause-initial, while long yiqtol forms and qaṭal forms must be non-initial.11

---

10 An important element of Biblical Hebrew syntax is the understanding that the conjunction -י is not reckoned as the first element in the clause, which would otherwise render the verb form itself non-clause-initial. This also holds for jussive wa-yiqtol clauses, in which -י is regarded as ‘copulative’, as in יִפְטָר וְיַפְְק תְּפָר­יָן רֹפְאֵי ‘and he should appoint supervisors’ (Gen. 41.34). All other conjunctions (such as ki) render a following verb non-initial.
11 The latter is certainly a false rule of thumb. It is roughly valid only in the known corpus of narrative prose, but does not hold in other types of text, such as direct speech, report, and poetry (see Revell 1989, 33,
2. The explicit opposition in temporal, aspectual, and modal semantics between two pairs of constructions: way-
*yiqtol* / *qātal* and *wa-qātal* / *long yiqtol*.\(^{12}\) In summary: *way- yiqtol* ‘equals’ *qātal* (past meaning), and *wa-qātal* ‘equals’ long *yiqtol* (present/future meaning).\(^{13}\) In such presenta-
tions it is usually ignored that -ָי functions as a conjunction; rather, the -ָי is considered an intrinsic part of the verb form.

---

\(^{12}\) Irrealis (jussive) *wa-yiqtol* is not accounted for in this opposition, as is noted by Hornkohl (2018, 33). See also the criticism in Notarius (2013, 17).

\(^{13}\) Second point in Hornkohl (2018, 33). This is what Blau (2010, 190) calls “a **double set of tenses**, because of the existence of the so-called converted tenses, opening with the so-called conversive *waw*” (Blau’s emphasis). Blau prefers, however, the term ‘preserving *waw*’, because,
3. Certain semantic, pragmatic, or discourse-conditioned notions associated with the ‘waw-consecutive’ constructions *wayyiqṭol* and *wə-quaṭal*, in contrast to their ‘waw-less’ counterparts *quaṭal* and long *yiqṭol*. The difference between the pairs is usually described as one of (temporal or logical) sequentiality or foregrounding pertaining to the *waw*-consecutive clauses, in contrast to the non-consecutive verb forms.

---

in his view “after *waw* the archaic usage of the tenses has been preserved.” This terminology contains a nucleus of truth, because *wayyiqṭol* (except the gemination) is a retention from Proto-Semitic, and *wə-quaṭal* has developed from early, possibly prototypical meanings of the perfective *quaṭal* formation inherited from West-Semitic (Bergsträsser 1929, §3g). But Blau’s statement fails to account for the obvious imperfective meanings of *wə-quaṭal* in its interaction with the long *yiqṭol* grammatical morpheme in SBH. Many scholars also argue that the *wə-quaṭal* was formed by “the paradigmatic pressure of the *waw* with the prefix-tense to establish a parallel feature in the suffix-tense” (Blau 2010, 198; similarly, Bergsträsser 1929, §3g). According to this view, -י in *wayyiqṭol* was synchronically interpreted as converasive in SBH, and this converasive tense inspired the formation of another converasive tense *wə-quaṭal* with a converasive -י.

14 With the terminology ‘forms without *waw*’ or ‘*waw*-less forms’ (as in Hornkohl 2018, 33, 54), it generally goes unacknowledged that in a Biblical Hebrew text ‘forms without *waw*’ commonly occur in clauses with initial -י, only that the verb form does not follow directly after the conjunction. There are certainly also clauses that are joined asyndetically, and they deserve to be recognised, but most clauses are linked with -י in SBH prose. The problem with, and legacy of, the terminology ‘*waw*-less form’ is an unfruitful focus on the single verb form to the detriment of the corresponding clause.
This is a bewildering complex of suppositions about the Biblical Hebrew verb system. Hornkohl concludes that the observations contained in the traditional description of the SBH verbal system “have little explanatory value,” and that there is redundancy in the system of forms, which “demands an explanation” (2018, 33). At the heart of the matter stands the role of word order in a conspicuous alternation of clauses with initial verb (type *wa-VX*) and clauses with non-initial verb (usually type *wa-XV*). SBH grammars describe an alternation of ‘forms’ in double pairs: *wayyiqtol* alternates with its ‘equivalent’ *qatal*, and *wə-qatal* alternates with its ‘equivalent’ long *yiqtol*. The grammars state that the connection between the -וָ and the verb in the ‘consecutive tenses’ is ‘fixed’: if an element X is to be inserted for topicalisation before the verb, the ‘equivalent’ in the pairs must be used: *X-qatal* and *X-long yiqtol* respectively (Blau 2010, 190).

---

15 In the second reprint of the second edition (with corrections 2009), the prestigious grammar of Joüon and Muraoka (2006) still assigns the formation “*wayyiqtol*” the value “inverted future” (§118a) and “*w-qatal*” is called “inverted perfect” (§119a).

16 According to many scholars this alternation is to be interpreted as a “grammatical encoding of temporal sequence, presumably by means of the *waw*-consecutive tenses יַקֵּלַ ל וַּקֵּלַ” (Notarius 2013, 21). But temporal sequence is far too narrow an interpretation of -וָ in the clause-types *wayyiqtol* and *wə-qatal* (Hornkohl 2018, 34, 46).

17 Blau (2010, 190) argues that it is possible to explain the alternation as triggered by syntactic ‘possibility’: when “it is possible to apply connective *waw*” (i.e., a proclitic -וָ directly before a verb form), the forms with ‘conversive’ *waw* are used (Blau uses double quotation marks around the term ‘conversive’). But this is not “a satisfactory explanation for this alternation.” The realis *wayyiqtol* is a vestige of a much wider
Tropper (1996; 1998), Van de Sande (2008, 206–39), and Cook (2012, 315) have all argued for a single conjunction -יג in Biblical Hebrew. But since they have been unable to account for a system of ‘consecutive tenses’ with only one conjunction -יג, they have met with little response.

Usage (thus also Blau 2010, 195), and qatal is an upstart and usurper in the field of application of the old Semitic perfective *yaqtul; and the specific imperfective application of ו-qatal is an internal SBH development, a replacement of long yiqtol when the latter could no longer be used in initial (w-VX) position.

The position of Bergsträsser (1929, §§2b, 5e) is quite different. The -יג in “Imperf. cons.” is surely a reflex of Proto-Semitic *wa ‘and’. But the gemination “ist entstanden als Vortonverdoppelung,” a phonological phenomenon that must have taken place in Proto-Hebrew. In Biblical Hebrew, possibly with the exception of some archaic poetic texts (§7h), the -יג with gemination before the “Imperf.” has become a sign of conversion of the ‘imperfect’. Residues of “die alte präteritale Bedeutung des Imperf.” were “vom Sprachbewußtsein nicht mehr verstanden” (§7g). Thus, from a synchronic perspective of SBH, there were in Bergsträsser’s view two different types of conjunction -יג. The -יג that retained full vowel a + gemination of the prefix consonant was a distinctive signal of preterite meaning (“einem Merkmal der Form,” Knudtzon 1892, 52 fn. 1, to whom Bergsträsser refers). This -יג Bergsträsser calls “יג consecutivum.” In addition a -יג without gemination is called “יג copulativum” (§5e). “Nach -יג „und“ (vor dem Imperf. -יג) — sog. 1 consecutivum — kehren sich die Tempusbedeutungen um” (§2b). By analogy the -יג in ו-qatal is called “יג consecutivum” (§9) (though it exhibits no gemination). In contrast to Bergsträsser, the position of Tropper, Van de Sande, Cook, and the present author is that, synchronically, SBH had just one conjunction -יג ‘and’.

Van de Sande’s (2008) main contributions to the question are (1) that there is only one -יג in Biblical Hebrew (with normal coordinating
It is my thesis that the basic supposition of Tropper, Van de Sande, and Cook accords with the linguistic reality in the SBH texts: there was no distinction between way- and wa-. There was only one conjunction wa ‘and’. To prove this assumption, I argue that SBH text-linguistics must be able to account for the following issues:

(1) that function and (2) that the difference in pronunciation between waC- and wa- is a Masoretic innovation. Both Van de Sande and Tropper lack a text-linguistic perspective and fail to explain how their three-part verbal system (short yiqtol, long yiqtol, qaṭal) is related to the ‘consecutive tenses’. Tropper (1998; cf. also 1996) does not show how and why the wa qaṭal syntagm in Biblical Hebrew could acquire the meanings typical of the imperfective long yiqtol. Tropper’s short sketch on this point (1998, 184–86) is insufficient. Another weakness is a lack of acquaintance with cross-linguistic grammaticalisation theory, as is found, for example, in Bybee et al. (1994) and Dahl (2000). This leaves him unable to explain how a perfective formation (e.g., the Akkadian iprus) can have all the meanings he discusses (Tropper 1998, 158ff.). Tropper’s argumentation for a secondary lengthening of short yiqtol forms in III-y/w verbs in SBH is unconvincing, since most examples of such lengthening are found outside the corpus Genesis to Judges, a fact that is clearly shown in Stipp (1987), and he also fails to recognise that other Northwest Semitic languages exhibit similarly shortened forms (Tropper 1998, 167). Tropper draws no diachronic distinction between text examples, and treats poetry side-by-side with prose. Archaic Biblical Hebrew texts should be held apart, and SBH examples apart from LBH. Instead, all examples are given without discrimination (as in Tropper 1998, 170ff.). For such reasons his argumentation, although comparative in perspective, has seemed unconvincing to Hebrew scholarship. The strengths of Cook’s work (2012) are the methodological chapters and his critical assessment of current research, but his own treatment of the verbal system fails to convince.
1. the status of short *yiqṭol* (with both past and jussive meanings) as a separate verbal morpheme distinct from long *yiqṭol*;
2. why *wa-* has two formal variants (*wə-* and *way-*) in the Masoretic Text;
3. the linguistic reality behind *wa-* in the ‘consecutive tenses’;
4. how long *yiqṭol* was distinguished from short *yiqṭol*;
5. why *qaṭal* came to alternate with *wayyiqṭol*;
6. why *wə-qaṭal* acquired imperfective meanings and came to alternate with the inherited long *yiqṭol* (< *yaqtulu*).20

I have already discussed in brief the status of the short *yiqṭol*. In the following I touch upon numbers 2 and 3. I begin with the differentiation of the conjunction *wa-* After that, I continue with the linguistic reality behind *wa-* in the ‘consecutive tenses’. Finally, some text examples are given.

My paper is based on:

- a **corpus** of SBH texts: the Pentateuch and the book of Judges;
- a **database** of classified syntactic samples from the corpus (6200 records).

---

20 The SBH long *yiqṭol* formation was inherited from at least as far back as Central Semitic (Huehnergard 2005, 157–65; Kogan 2015, 131, 158–66). Some scholars even argue that *yaqtulu* is Proto-Semitic (Kouwenberg 2010, 103).
In the following I use the term ‘Classical Hebrew’ (CH) for this corpus. It is intentionally restricted to secure a reasonably consistent synchronic representation of SBH.\(^{21}\)

### 2.0. Why \textit{wa} Has Two Formal Variants (\textit{wə}- and \textit{way}-) in the Masoretic Text

The vowel signs were created by the Masoretes in Tiberias for the purpose of preserving in writing the reading tradition of the biblical text. The reading tradition had roots as far back as the Second Temple Period. The problem for us later scholars is that competence in the Tiberian reading tradition and in the phonetic realisation of its written signs fell into oblivion during the Middle Ages. The Tiberian sign system that is transmitted to us in various editions of \textit{Biblia Hebraica} can be considered a fossil of this tradition. We have two main sources to achieve knowledge about the meaning of the signs (Khan 2018, 324):

- Karaite Arabic transcriptions of the Hebrew Bible from the 10th and 11th centuries;
- Masoretic treatises on the Tiberian pronunciation from the early 11th century.

The sources show that in the Tiberian reading tradition the basic realisation of \textit{shewa mobile} was as a short vowel with the same quality as \textit{pataḥ} (Khan 2013a, 98; 2013b). This means that the two variants \textit{wə}- (written with \textit{shewa mobile}) and \textit{way}- (written with \textit{pataḥ} and \textit{dagesh forte}) were read with the same vowel quality:

\(^{21}\) For SBH/CH, see Lam and Pardee (2016).
The Biblical Hebrew Short Yiqṭol

Vošiql was read wa-yiqṭol ‘and let him kill’

Rošiql was read way-yiqṭol ‘and he killed’

The difference in the reading of the two types of clauses is restricted to gemination because the vowel quality of the conjunction was the same for both variants of the conjunction wa- (Khan 1991, 241 fn. 17; 2013a, 98; 2013b).

We must now scrutinise the gemination in wayyiqṭol. There is a dot in the yod called dagesh forte: דָּגֵשׁ חֲזָקָה. Gemination (marked with dagesh forte) was sometimes utilised in the Tiberian reading tradition (and even more frequently in the Babylonian reading tradition) in order to distinguish between otherwise homophonous words (Khan 2018, 340ff.). For example:

וַיִּקְטֹל [‘al-ʁiːv lloː loː] ‘concerning a quarrel not his’ (Prov. 26.17)

In the example the two final words lō are at risk of being confused in the reading and are therefore distinguished by means of gemination of lamed in the negation lō. The two words were already distinct in written form, but the problem was that they were homophones in the reading. This danger of ambiguity was remedied in the reading tradition during the Second Temple Period via lengthening of lamed, marked with dagesh forte (Yeivin 1980, 49, 294; Khan 2018, 341, 344).22 This effort to avoid homophony is a type of ‘orthoepic’ strategy. According to Khan, the Masoretes

22 This strategy to distinguish semantic differences in cases of homophony is also found in the Babylonian reading tradition, Rabbinic Hebrew, the Samaritan reading of the Pentateuch, as well as in the living oral Aramaic tradition among Yemenite Jews (Khan 2018, 343–45).
standardised a distinction that had already arisen in Second Temple times (Yeivin 1980, 49, 294; Khan 2018, 341, 344).

The gemination is fairly old, but it was not a feature of CH. Rather, in CH the inherited homophony between jussive short *yiqtol* and indicative short *yiqtol* persisted (Khan 2020, I:534):\(^{23}\)

\[
\text{ impatient} wa\text{-}yiq\text{tol} [\text{wa-jiq}ˈtˤoːl] \text{‘and let him kill'}^{24}
\]

\[
\text{ impatient} wa\text{-}yiq\text{tol} [\text{wa-jiq}ˈtˤoːl] \text{‘and he killed’}
\]

Thus, in order to avoid confusion and achieve clarity, the reading tradition introduced gemination of the prefix consonant in the reading of the text:

\[
\text{ impatient} wa\text{-}yiq\text{tol} [\text{wa-jiq}ˈtˤoːl] \text{‘and let him kill’}
\]

\[
\text{ impatient} wa\text{-}yiq\text{tol} [\text{wa-jiq}ˈtˤoːl] \text{‘and he killed’}
\]

For CH it is reasonable to reckon with homophony between an indicative narrative *wa-yiqtol* and a jussive *wa-yiqtol*, both expressing discourse continuity, but in different domains.\(^{25}\)

To sum up: speakers and writers of CH made no distinction between two different *wa-* conjunctions. Such a distinction occurred in the reading tradition after the classical period, probably already in the Second Temple period.

---

\(^{23}\) This conclusion, based on Khan’s studies of the Masoretic Text, has received additional support by an investigation of Greek and Latin transcriptions, recently published by Kantor (2020, 95, 99, 104, 116).

\(^{24}\) I follow here the transcription system of Khan (2020).

\(^{25}\) For the term ‘discourse continuity’, see below in this paper. For ‘domain’, see Cohen (2014).
3.0. The Linguistic Reality behind *wa* in the ‘Consecutive Tenses’

It is one of the cornerstones of Biblical Hebrew text-linguistics that two of the principal verb forms in the central verbal system are ‘consecutive’. One of them is *wayyiqtol*, the other is *wə-qatāl*. The consecutive verb forms typically build series of main-line consecutive clauses. Clauses that break the main-line pattern are ‘non-consecutive’. Hebrew text-linguistics is concerned with the nature of the consecution, and the function of the non-consecutive clauses. This can be summarised in a table displaying the essence of Biblical Hebrew text-linguistics:

Table 2: The essence of Biblical Hebrew text-linguistics (focusing on Tiberian vocalisation of the conjunction *wa-* before *yiqtol*)—affirmative clauses

<table>
<thead>
<tr>
<th></th>
<th>Consecutive clauses</th>
<th>Non-consecutive clauses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrative &amp; report</td>
<td><em>wayyiqtol</em></td>
<td><em>(wə)-X-qatāl</em></td>
</tr>
<tr>
<td>Instruction &amp; forecasting</td>
<td><em>wə-qatāl</em></td>
<td><em>(wə)-X-yiqtol</em></td>
</tr>
</tbody>
</table>

Characteristic features of consecutive clauses are:

1. The initial ‘consecutive *waw*’ (bold type in the table).
2. The initial position of the (finite) verb.

It is usually held that a non-consecutive clause is characterised by having a clausal constituent (*X*) before the verb. The alternation between the two clause-types can be summarised as what I
call “Tenet 1* of Biblical Hebrew text-linguistics,” where ‘*’ indicates a preliminary formulation:

Tenet 1*. A series of \textit{wa-VX} clauses is interrupted by a clause with (\textit{wa})-XV pattern.

This formula subsumes the labour of generations of Biblical Hebrew scholars, and is the legacy of the system of ‘consecutive tenses’. It contains the germ of a clause-linking approach to the verbal system.

Non-consecutive clauses more often than not start with a \textit{wa-}, but can also be asyndetic. Some oft-recognised alternatives in CH text-linguistics are:

Tenet 1a*. A series of \textit{wa-VX} is interrupted by a clause with \textit{wa-XV} pattern.

Tenet 1b*. A series of \textit{wa-VX} is interrupted by a clause with \textit{Ø-XV} pattern.

\footnotesize

\begin{itemize}
  \item \textsuperscript{26} Tenet 1 and Tenet 2 are quoted from a forthcoming book.
  \item \textsuperscript{27} With terminological inspiration from Buth (1995) and Hornkohl (2018, 48ff.).
  \item \textsuperscript{28} For a history of research, see McFall (1982), Van de Sande (2008, 23–200), and, sharpest of all, the sustained critical survey by Cook (2012, 77–175). For a clause-linking approach, see Isaksson (2014; 2015a; 2017).
  \item \textsuperscript{29} For example, Niccacci (1990, 63).
  \item \textsuperscript{30} Niccacci (1990, 64): “WAYYIQTOL $\rightarrow$ (WAW-)x-QATAL (note that the WAW can be omitted).”
\end{itemize}

\normalsize
Tenet 1c*. A series of \textit{wa-VX} is interrupted by a verbless clause.\textsuperscript{31}

The boldface \textit{wa-} in the formula indicates the common assumption in Hebrew grammars that the \textit{wa-} before a consecutive clause has a special nature: it is a ‘consecutive \textit{waw’}. This is the term adopted by most scholars, though some use ‘conversive’, ‘inversive’, ‘energic’, or another distinguishing term.

But as already indicated above, the main arguments in favour of a special ‘consecutive’ \textit{wa-} must be refuted:

1. The differences in vocalisation represent an innovative feature of the reading tradition.\textsuperscript{32}
2. The impression of a ‘conversion’ is just an impression, caused by a diachronic retention, i.e., \textit{wa(y)-yiq\textit{ṭ}ol} with short \textit{yiq\textit{ṭ}ol}, and a diachronic semantic innovation, i.e., in \textit{wa-q\textit{ṭ}al}.\textsuperscript{33}
3. The range of meanings exhibited by ‘consecutive \textit{waw}’ has the same semantic complexity as that of ‘copulative

\textsuperscript{31} For example, Niccacci (1990, 65): “simple nominal clause, usually preceded by \textit{WAW}.”

\textsuperscript{32} In consequence of this, and from now on, I will make use of more pertinent terminology, \textit{wa(y)-yiq\textit{ṭ}ol} and \textit{wa-q\textit{ṭ}al}, for the traditional ‘consecutive’ clauses. The ‘\textit{(y)}’ in \textit{wa(y)-yiq\textit{ṭ}ol} is meant to indicate that the gemination was pronounced in the reading traditions (and is thus represented in the \textit{dagesh forte} written in standard Hebrew Bibles), but that it was not a feature of CH.

\textsuperscript{33} Pardee (2012, 290) proposes the term “\textit{w}-retentive forms” for both \textit{wayyiq\textit{ṭ}ol} and \textit{wa-q\textit{ṭ}al}. ‘Symmetry’ has been adduced as a driving force behind the development of consecutive \textit{wa-q\textit{ṭ}al}, but symmetry is not a feature that must be expected in a living language (Cook 2012, 104).
waw’. Both can express temporal succession, logical result, elaboration, simultaneity, etc. The impression of a special sort of ‘consecution’ is due to its use in the frequent discourse continuity clause-types wa(y)-yiqtol (in narrative and report) and wa-qatal (in instruction and legal discourse).

It is also necessary to update the terminology in the traditional ‘system of consecutive tenses’. It is not so much a question of ‘tenses’, but of ‘clauses’. And ‘consecutive’ is a vague and narrow description of the variety of clausal relations that are displayed in continuity linkings with wa-.

It is a thesis of the present paper that the Old Semitic wa had only one reflex (wa-) in CH. The wa- was a ‘natural language connective’ in the sense described by Van Dijk (1977, 58). Its meaning was ambiguous and pragmatically determined.

This wa- deserves brief elaboration. Like the English connective and, wa- could express readings such as ‘(and) at the same time’, ‘(and) there’, ‘(and) therefore’, ‘(and) then’, ‘(and) so’, ‘[if]


35 I am fully aware that this enumeration of possible discourse types is not exhaustive. For a critical discussion of discourse types, see Notarius (2008, 57–59; 2013, 10–11, 51–53).

36 The conjunction wa has been used in all Semitic languages, even Akkadian (early Sargonic time, Kienast 2001, 395, 438; Kogan 2014, 42). It was a monosyllabic proclitic particle *wa- in the earliest Semitic stage (Huehnergard 2008, 241ff.). This wa has been retained in living usage in all West Semitic languages, and the Tiberian reading variants (wa-, way-, etc.) represent the same morpheme in CH.
... then’. Consider the following examples taken from Traugott (1986, 147) and Schiffrin (1986, 45 fn. 1; emphasis added):

Annie is in the kitchen and (there) she is making doughnuts. [location]
Annie fell into a deep sleep and (during this time) her facial color returned. [simultaneity]
The window was open and (coming from it) there was a draft. [source]
Peter married Annie and (after that) she had a baby. [temporal succession]
Paul pounded on the stone and (thereby) he shattered it. [cause]
Give me your picture and I’ll give you mine. (If you give me your picture, I’ll give you mine.) [conditionality]
The number 5 is a prime number and (therefore) it is divisible only by 1 and itself. [conclusion]

These more specific meanings are primarily derived from the context (which includes the whole paragraph). As a natural language connective, wa- sets a clause in a certain relation to a previous clause:

Pattern: (wa)-Clause₁ wa-Clause₂

37 Garr (1998, lxxii–lxxiii). In a similar way Müller (1991, 156) compares wa with the German und. Tropper (1996, 635) defines the meaning in Biblical Hebrew and Old Aramaic as “und (dann).”
The pattern shows the simplest linking of two clauses. Clause₂ is linked to Clause₁. The conjunction _wa_- puts Clause₂ into a relationship with Clause₁. The order of the clauses is fundamental. It is Clause₂ that _relates to_ Clause₁. In many cases, the second clause (_wa_-Clause₂) can be said to be ‘dependent’ on the first clause, which Khan (1991, 240) formulates as: “[t]he proposition of the second clause is to be interpreted in the ‘world’ which is determined by the first clause.”

In traditional Biblical Hebrew grammars, the syntax of _wa_- stands out as an extremely complex affair. They assign opposite roles to the _wa_- conjunction, distinguishing at least two functions, namely, ‘copulative’ _wa_- and ‘consecutive’ _wa_-.

“This standard treatment is problematic and unsatisfactory,” because it places “too much semantic weight on the _waw_ conjunction” (Cook 2012, 313ff.).

---

38 The “(_wa-_)” before Clause₁ indicates a possible connection backward to a previous clause or clauses, as is often the case.

39 For further discussions of clause-combining with _wa_- (and all its allomorphs) in Semitic, see Isaksson (2009); Isaksson and Persson (2015). I am aware that Khan in this instance writes specifically about clauses connected in a relation of temporal sequentiality in narrative: “This dependency relation is typically associated with a series of verbs with perfective aspect” (Khan 1991, 240). Cf. also Waltke and O’Connor’s (1990, 477) recognition of the ‘_waw_-resultative’ as representing “a situation subordinate to that of the preceding clause.” Waltke and O’Connor regard this as a special feature of ‘_waw_-relative (1990, §32.1.1).

40 Cook’s conclusion that _wa_- has “no meaning at all” is premature. When Cook goes on to explain clause linking in Biblical Hebrew texts, he disregards the presence of _wa_- as a linking connective (Cook 2012, 313–38). Kottsieper (1999, 71) also disregards the function of _wa_- in _w_-

---
It is more apposite to regard the linking with *wa(y)-yiq\(\text{ṭ}ol* and *wa-q\(\text{ṭ}al* as an expression of *pragmatic discourse continuity*.\(^{41}\) A \(\text{wa-V(X)}\) clause signals *pragmatic continuity*, and may, according to context, express *thematic continuity, action continuity* and *topic continuity* (cf. Hornkohl 2018, 48; see also Givón 1983, 7; Buth 1995, 97–99). *Wa(y)-yiq\(\text{ṭ}ol*, with short *yiq\(\text{ṭ}ol* and normal *wa-*, is one of the typical clause-types that signal discourse continuity in CH.

A typical ‘discontinuous’ type of clause, (\(\text{wa})\)-\(\text{XV}\), may signal the beginning of a literary unit, topicalisation of \(X\) or focus thereon, anteriority, simultaneity, background, and elaboration. “[D]iscontinuity seems a particular apt concept for uniting them under a single, explanatory heading” (Hornkohl 2018, 49). My conclusion is that Tenet 1 of Biblical Hebrew text-linguistics should be reformulated in terms of continuity and discontinuity and without the assumption of a special ‘consecutive \(\text{waw}\)’.

Tenet 1 (updated): Pragmatic discourse continuity // discontinuity in affirmative clauses (prose texts):\(^{42}\)

Tenet 1a. \(\text{wa-VX} // \text{wa-XV}\).\(^{43}\)


\(^{42}\) Here ‘//’ means ‘is interrupted by’. The ‘\(X\)’ in a discontinuous clause (type ‘\(\text{XV}\)’) cannot be a simple negation such as \(\text{lō}\). The issue of negated clauses is not treated in the present paper.

\(^{43}\) This is the most frequent type of discontinuous linking in my corpus. I have registered 117 discontinuous clauses of the \(\text{Ø-X-q\(\text{ṭ}al}\) type and 355 of the \(\text{wa-X-q\(\text{ṭ}al}\) type. Similarly, I count 76 discontinuous clauses
Tenet 1b. \textit{wa-VX} // \textit{Ø-XV}.\textsuperscript{44}

Tenet 1c. \textit{wa-VX} // (\textit{wa})-\textit{XØ}. Linking with a verbless clause.\textsuperscript{45}

In the updated Tenet 1 formula there is no boldface \textit{wa-}. As can be concluded from the formula, the traditional assumption of a special ‘consecutive’ \textit{wa-} would imply a \textit{redundancy} in the signalling of pragmatic continuity (cf. Hornkohl 2018, 33). The fundamental alternation between discourse continuity and discourse discontinuity already \textit{has} a signal: the switch from a \textit{wa-VX} clause-type to one with \textit{XV} (or \textit{XØ}) word order.\textsuperscript{46} The hypothesis

of the type \textit{Ø-X-yiqtol} with long \textit{yiqtol}, but 171 of the type \textit{wa-X-yiqtol} with long \textit{yiqtol}. Cf. Pardee (2012, 292 fn. 37): “many, probably most, disjunctive clauses are introduced by a conjunction.” I disregard in this paper the (more trivial) case of discontinuous clauses introduced by conjunctions other than \textit{wa-}.

\textsuperscript{44} There are also a few cases of \textit{Ø-qatal} clauses that serve special discontinuity purposes, like expressing simultaneity or elaboration or the beginning of a new unit, usually in direct speech: Gen. 18.11; 30.6; 31.41; 42.30; 48.14; Exod. 14.3; 32.8; Num. 17.11; Deut. 3.19; 9.16; Judg. 2.17 (elaboration in narrative); 20.31 (simultaneity in narrative). An example outside the corpus is Josh. 11.12 (narrative).

\textsuperscript{45} To achieve consistent and intuitive terminology, I designate verbless clauses ‘\textit{XØ}’, where \textit{X} stands for any first constituent in the clause and ‘\textit{Ø}’ the absence of a verb. Tenet 1c indicates that verbless clauses, with or without initial \textit{wa-}, may also signal discourse discontinuity. In my corpus there are 164 circumstantial or backgrounding examples of \textit{wa-XØ} and 86 such examples of \textit{Ø-XØ}.

\textsuperscript{46} For an evaluation of recent approaches in Biblical Hebrew text-linguistics, see Hornkohl (2018). I am indebted to Hornkohl as well as
of a special ‘consecutive’ \textit{wa}- is unwarranted for the synchronic state of CH. A simple assumption of one ‘natural language connective’ \textit{wa}- is fully sufficient to clarify the linguistic reality behind \textit{wa}- in the ‘system of consecutive tenses’.

The discontinuous clause can also be the first in a series of clauses. A formulation of Tenet 1 must allow for the possibility that a discontinuous clause (Ø-XV or \textit{wa}-XV) starts a new literary unit, in which case it also signals a break with the preceding clause(s).\textsuperscript{47} The semantic functions of this type of macro-syntactic marking of a new literary unit (often with a topicalised element), are pragmatically determined. This kind of discontinuity may either signal a connection with the preceding context (\textit{wa}-XV) or the absence of such a connection (Ø-XV).

Tenet 1d. // \textit{wa}-XV + [(\textit{wa})-XV or (\textit{wa})-XØ] + \textit{wa}-VX. Topic/focus and a new literary unit. With signal of backward connection.\textsuperscript{48}

\textsuperscript{47} Buth (1995) for clarifying the pragmatic dimension of discourse discontinuity and its signalling by XV word order. Pardee (2012, 292) also observes that “the sentence beginning with something other than a \textit{w}-retentive form... serves to set up contrast on many possible levels.”

\textsuperscript{48} For a discussion of several pragmatic functions of the XV word order, see Hornkohl (2018, 52–53 fn. 79).

\textsuperscript{47} There are 85 examples in my corpus in which a \textit{wa}-\textit{X}-\textit{qaṭal} clause begins a new literary unit (affirmative clause). The following examples are taken from Genesis (for many of them see Hornkohl 2018, 49, 52): 3.1 (topic and start of episode); 4.1; 7.6; 13.5, 14; 14.18; 18.17; 19.15; 21.1; 24.35 (direct speech).
Tenet 1e. // Ø-XV + [(wa)-XV or (wa)-XØ] + wa-VX.
Topic/focus and a new literary unit. Without signal of backward connection.49

The initial ‘//’ in 1d and 1e indicates that the discontinuity is signalled in relation to the clauses (if any) that precede the new unit.

The clauses within brackets, [(wa)-XV or (wa)-XØ], in 1d and 1e indicate that one or more of the typical discontinuity clauses (1a, 1b, 1c) can be inserted before the main-line is resumed by a continuity clause (wa-VX) in the new literary unit.50

In 1d and 1e the initial (wa)-XV can be a main-line clause in spite of its discontinuity signal.51 In other pragmatic contexts the initial (wa)-XV can be a background clause.52 In some shorter paragraphs, especially in direct speech, there is no continuity clause

49 26 examples in the corpus exhibit a Ø-X-qatāl pattern beginning a new literary unit (affirmative clause). Some of them are: Gen. 1.1 (see example below); 7.13; 10.11; 15.1; 19.23; 34.27; 41.10 (Hornkohl 2018, 49); 43.20; 44.19 (Hornkohl 2018, 49); 46.31 (Hornkohl 2018, 49); 47.5 (Hornkohl 2018, 49).

50 I define ‘main-line clause’ as a foregrounded clause. It often, but not always, signals discourse continuity. The concept of a foreground-background distinction is recognized by almost all linguists as a language universal. The distinction is psycholinguistic, and related to the processing of discourse. Whether events are foreground or background depends of their relative saliency (Hopper and Thompson 1980, 280, 283, 294; Cook 2012, 283–288).


52 Examples: Gen. 6.9; 13.5; 19.15, 23; Exod. 3.1; 19.1; Judg. 1.16.
(wa-VX), which means that at least one discontinuity clause alone forms a main-line.

As Tenet 1 in all these cases (a–e) indicates, the normal wa- with immediately following verb is the decisive signal of discourse continuity in affirmative clauses. This observation enables us to formulate another tenet.

Tenet 2 of Biblical Hebrew text-linguistics (prose texts):
The clause-type wa-V(X) is necessary and sufficient for pragmatic discourse continuity in affirmative clauses.

In Tenet 2, wa- is necessary and V is necessary. No clausal constituent can be inserted between wa- and V, because this would make the clause signal discontinuity. In this text-linguistic sense, it is pertinent to speak of an ‘inseparable union’ between wa- and the verb in discourse continuity clauses. The ‘inseparable union’ in the syntagms wa(y)-yiqtol and wa-qatal results from their functions as markers of discourse continuity and was a reality on the textual level in CH (but not on the morphological level). Specifically, wa(y)-yiqtol is not a ‘tense’; it is a clause-type.

4.0. Examples: With Special Emphasis on

Indicative Short yiqtol, i.e., wa(y)-yiqtol

(1) is an example of a series of continuous wa-VX clauses interrupted by a discontinuous wa-clause (wa-XV):

(1)  wa-VX + wa-VX + wa-XV (= Tenet 1a)\(^{53}\)

 trope’ha šalmon: 53

---

\(^{53}\) The first line in the examples displays the linking pattern.
‘So he showed them the way into the city, and they put the city to the sword but spared the man and his whole family.’

(Judg. 1.25)

The example illustrates the frequent linking when a series of \textit{wa(y)-yiqtol} clauses is interrupted by a discontinuous clause of the type \textit{wa-X-qatal} (where \textit{X} in this case stands for two direct objects). The pragmatic context indicates (1) that the objects in the discontinuous clause (‘the man and his whole family’) are \textit{contrasted} to the object in the preceding clause (‘the city’), a topicalisation, and (2) that the same clause lacks the default continuity signal of sequentiality in narrative (does not fulfil Tenet 2).\textsuperscript{54}

Example (2) shows two asyndetically attached discontinuous clauses (\textit{Ø-XV}):

(2) \textit{wa-VX + Ø-XV + Ø-XV} (= Tenet 1b)

\begin{quote}
נִבְרָא אַלְוִיהָם | אַתְּרָאָהָמ אֶתְּרָאָהָמ בְצַלְמִוֹ בְצֵֶ֥לֶם אֱלֹהִ֖ים בָרָ֣א אֶתָ֑ו זָכֵָ֥ר וּנְק בִָ֖ה בָרֵָ֥א אֹתָ֑וֹ
\end{quote}

‘God created humankind in his own image, in the image of God he created them, male and female he created them.’

(Gen. 1.27, NET)

The two discontinuous \textit{Ø-X-qatal} clauses in example (2) supply further detail about the action described in the first (continuous) clause. They express perfective past and function as elaborations

\textsuperscript{54} For narrative examples of \textit{wa-VX + wa-XV} see also Gen. 2.22 and 42.8, among many. Concerning the default temporal interpretation of narrative texts with iconicity of temporal succession, see Cook (2012, 276, 285) and Hornkohl (2018, 51).
in relation to the initial (also past perfective) \textit{wa(y)-yiq\text{\'{t}ol}} clause.\textsuperscript{55}

Example (3) illustrates the discontinuous function of a verbless clause (either \textit{wa-X\emptyset} or \textit{\emptyset-X\emptyset}, in this case the former) after \textit{wa(y)-yiq\text{\'{t}ol}} clauses in narrative:

\begin{equation}
\text{(3) } \textit{wa-VX} + \textit{wa-VX} + \textit{wa-X\emptyset} \text{ (= Tenet 1c)}\end{equation}

\text{ךְָּלְאָּבְרָמֹֽן} \text{כָּאָשֶׁר} \text{דִֶ֤בְּר} \text{אֶל} \text{יְהוִָ֔ה} \text{וַיֵ֥לֶֽךְ} \text{אִתִ֖וֹ לָ֑וֹט} \\
\text{וְאַבְרָָ֗ם} \text{בֶֽן־חָמֶּ֛שׁ שָׁנֶ֖ים} \text{וְשִׁבְעִ֗ים שָׁנָ֥ה} \text{בְצַֽאתוֹ} \\
\text{'So Abram left, just as the LORD had told him to do, and Lot went with him. (Now Abram was 75 years old when he departed from Haran.)'} \text{ (Gen. 12.4, NET)}

In (3) a series of two continuous \textit{wa(y)-yiq\text{\'{t}ol}} clauses is interrupted by a verbless clause functioning as a circumstantial parenthesis.\textsuperscript{56}

An example of a discontinuous clause signalling a new literary unit (with marking of backward connection) is found in (4):

\begin{equation}
\text{(4) } \textit{wa-XV} + \textit{wa-V} + \textit{wa-VX} + \textit{wa-VX} \text{ (= Tenet 1d)}\end{equation}

\textsuperscript{55} Other examples of \textit{\emptyset-XV} after a \textit{wa(y)-yiq\text{\'{t}ol}} clause in narrative: Gen. 7.21–22 (elaboration); 13.12 (elaboration); 34.28 (elaboration); 41.48; 46.6–7; 49.28; 50.8 (background). For a definition of ‘elaboration’, see Dixon (2009, 27).

\textsuperscript{56} Such verbless clauses in narrative usually express circumstantial information or are possible glosses from an editor. Other examples: Gen. 12.6 (\textit{wa-X\emptyset}, background), 8 (\textit{wa(y)-yiq\text{\'{t}ol} + \emptyset-X\emptyset + wa-X\emptyset}); 19.38; 24.10a (circumstantial state); 25.26 (background), 29 (circumstantial state); 29.31 (circumstantial); 36.32 (circumstantial); 37.24; 38.1; 43.33a; 44.14; and many others.
‘Adam made love to his wife Eve, and she became pregnant and gave birth to Cain. She said, “With the help of the LORD I have brought forth a man.”’ (Gen. 4.1, NIV)

The first clause with its XV word order signals discontinuity and the beginning of a new literary unit or paragraph (about Cain and Abel). The initial wa- in the first clause signals that there is a certain connection to the previous context (the story of Adam and Eve). The next three clauses conform to the continuity linking pattern wa-V(X) (Tenet 2). In one of the continuity clauses there is no X (טול), in the other two X is, respectively, a direct object (נא) and a complement clause (the quotation).

The following example (5) illustrates in an instructional text how a discontinuous clause with topicalised element X (‘all the fat’) starts a new series of continuous clauses of the wa-qatal type. It also illustrates the breadth of meanings that are possible with the natural language connective wa-. The verse begins by describing a sacrificial ritual procedure (wa-X-yiqtol [long] + wa-qatal). These two clauses constitute the ‘world’ that is tacitly presupposed in the wa-qatal + wa-qatal clauses:

(5) wa-XV + wa-VX + wa-VX + wa-VX (= Tenet 1d)

---

57 The syntax of the first clause in (4) illustrates that qatal in CH has taken over (from short yiqtol) the role of past indicative verb in discontinuous clauses (cf. Cook 2012, 96). In Archaic Biblical Hebrew poetry the instances of past indicative XV clauses with short yiqtol are extremely few (Notarius 2013, 89, 281), and none is attested in CH.
They shall remove all the fat, just as the fat is removed from the lamb of the fellowship offering, and the priest shall burn it on the altar on top of the food offerings presented to the LORD. In this way the priest will make atonement for them for the sin they have committed, and they will be forgiven.’ (Lev. 4.35, NIV, my emphasis; cf. Milgrom 1991, 228)

In the example there is first a clause with long yiqtol (יֵשְׁרָבָּד) followed by a wa-qatal clause (וְהָקֶסֶר), and the discontinuity structure of the long yiqtol clause in this case signals a topicalised direct object. These two clauses describe the ritual procedure of a sacrifice. The two succeeding wa-qatal clauses must be interpreted within the framework of the previous ritual procedure. The clause starting with וְכִפֶֶ֨ר is not just one more action to be performed by the priest, and it is not a subordinate clause. Rather, וְכִפֶֶ֨ר presupposes the procedure in the foregoing clauses and concludes: in the way that is already described the priest brings atonement for him. וְכִפֶֶ֨ר must be read within the framework of the world that has been described in the preceding clauses.58

58 Milgrom (1991, 228): ‘Thus the priest shall effect purgation...’. Other examples are: Gen. 17.13; 39.9; 45.19; Exod. 13.15–16; 17.5; 19.23b; 20.25b (future anterior); 23.25 (within protasis); 28.43; 31.6; Lev. 4.26, 31; 5.6, 10, 12–13a; 12.7a; 14.18, 20, 36; 15.15, 30, 31; 16.2, 6, 11, 19; 19.12, 29; 20.2b–3a; 22.2; Num. 4.19 (cf. Garr 1998, lxxxiii, who assigns the wa-qatal a result value, “and [as a result] they will live,” which
An example of *pragmatic discontinuity* signalling a new literary unit without signal of backward connection is found in example (6) below:

(6) $\emptyset$-XV (= Tenet 1e, initial clause)

בְּרַאֲשֵׁית בָּרָא אֱלֹהִים אֶת הַשָּׁמִיָּהוּ אֶת הָאָרֶץ׃

‘In the beginning God created the heavens and the earth.’

(Gen. 1.1)

According to Tenet 2, this is a clause that cannot express discourse continuity. There is no initial *wa*- and a non-verbal clausal constituent is placed before the verb. The pragmatics of the clause makes it a signal of a new literary unit and the start of a narrative main-line (Tenet 1e). There is nothing before this clause to connect to, so the clause is asyndetic (lacking the connective *wa*-). The fronted constituent $X$ (בראשית) contains the first focus of the clause, and sets up the topic, which orients the reader/listener concerning the following sentences. The second focus is the predication, which has broad non-contrastive focus, and supplies the value of the act of creating the heavens and the earth. In this way a simple, but fundamental coding of discontinuity ($\emptyset$-XV) can fulfil a double function in the text: to signal focus and topic, and to mark a new literary unit. The example also illustrates that a clause that marks discontinuity can be, and often is, a foregrounded clause.

---

is close to my interpretation); 5.3; 8.13–14; 11.17; 20.8; Deut. 13.6; 17.13; 21.8.

59 Khan and Van der Merwe (2020, 370–75).

60 “Language users evidently made use of a single multi-functional structure, the XV order, effectively to halt forward progress of the default
An example of discourse discontinuity clauses coding a background complex is found in (7):

(7) $wa-XV + wa-XØ + wa-XV$ (= Tenet 1e, continued)

וְהָאָָ֗רֶץ הָיְתֵָ֥ה תֹ הוּ וָבִֹ֔הוּ وְחִֹ֖שֶׁךְ עַל־פְּנֵי תְהָ֑וֹם וְר֣וּחַ אֱלֹהִִ֔ים מְרַחִֶ֖פֶת عַל־פְּנֵי הַמָֹּֽֽיִם׃

‘Now the earth was formless and empty, darkness was over the surface of the deep, and the Spirit of God was hovering over the waters.’ (Gen. 1.2, NIV)

Example (7) is built up of three clauses, all introduced by $wa$:

- $wa-X-qātāl$, $wa-XØ$, and $wa-X-qōṭēl$ (active participle). The three clauses signal ‘action discontinuity’ and are descriptions of the state that was the result of the creational act in example (6). Gen. 1.2 is background in relation to both 1.1 and 1.3.

The next example shows two clauses that signal discourse continuity; they resume the main-line:

(8) $wa-VX + wa-VX$ (= Tenet 1e continued, Tenet 2)

וַיֵֹ֥אמֶר אֱלֹהִִ֖ים יְהִ֣י אָ֑וֹר וַַֹּֽֽיְהִי־אֹֽוֹר׃

‘Then God said, “Let there be light,” and there was light.’ (Gen. 1.3, Wenham 1987, 2, 18)

In Gen. 1.3 there appear for the first time in the Hebrew Bible clauses of the pattern $wa-VX$ that fulfil the requirements of Tenet 2 and thus express action continuity. The two $wa(y)$-$yiṯṭol$ clauses express temporal sequentiality in relation to the main-line action discourse continuity iconically communicated by the $waw$-consecutive forms for purposes of specially marking both genuine topics and whole clauses” (Hornkohl 2018, 51).
clause in Gen. 1.1, and temporal or logical sequentiality in relation to the background clauses in 1.2.\textsuperscript{61}

5.0. Summary

I have discussed the CH short yiqtol within the framework of the ‘consecutive tenses’. I have concluded:

1. The short yiqtol is a separate verbal morpheme in CH (< Proto-Semitic *yaqtul). It has two basic meanings: past perfective and jussive. Though past perfective short yiqtol is attested in freestanding form in Amarna Canaanite and Archaic Hebrew, such meanings of short yiqtol are found in CH only in the wa(y)-yiqtol clause-type.

2. There was only one conjunction wa- in CH. The gemination in wa(y)-yiqtol was introduced in the reading tradition after the classical period to distinguish two homophones in the reading: indicative perfective wa-yiqtol and jussive wa-yiqtol. The wa- in these clauses is a normal ‘natural language connective’ wa- ‘and’. The gemination was not a feature of CH. Speakers and writers of CH did not distinguish between two different wa- conjunctions.

3. The ‘system of consecutive tenses’ needs to be updated with only one wa- and the concept of pragmatic discourse continuity. A wa- immediately before a finite verb (wa-VX) signals in itself ‘discourse continuity’. Thus defined, the concept of ‘discourse continuity’ has no use of a special wa-

\textsuperscript{61} In this interpretation of Gen. 1.1–3 I follow the majority view among the commentators, represented by Westermann (1976, 130–56). For Gen. 1.3 see also Wenham (1987, 2, 15–16, 18).
conjunction, and the traditional assumption of a ‘consecutive waw’ emerges as unwarranted for the synchronic description of CH. A simple assumption of one ‘natural language connective’ wa- is sufficient to clarify the linguistic reality behind the conjunction wa- in the ‘system of consecutive tenses’. Specifically, wa(y)-yiqtol in CH is a discourse continuity clause-type—not a ‘tense’—with normal wa- and short yiqtol. Discourse discontinuity is signalled by clauses with an initial clausal constituent (X): (wa)-XV, or (wa)-XØ (where XØ is a verbless clause).

I have not discussed:

4. How long yiqtol (< *yaqtulu) was distinguished from short yiqtol in CH.62
5. Why qatäl came to alternate with wa(y)-yiqtol.
6. Why wa-qatäl acquired imperfective meanings and came to alternate with the inherited long yiqtol.
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THE RISE OF WAYYIQṭOL

Elizabeth Robar

In the Festschrift in honour of George Klein, *The Unfolding of Your Words Gives Light* (Jones 2018), Holger Gzella writes magisterially of the wayyiqṭol form as the “Archimedean point for any comprehensive examination of the still controversial principles” of the Biblical Hebrew verbal system.

In semantic terms this form, to put it bluntly, is strongly marked for punctual, or complete, events in the past; hence it combines perfective aspect with past tense. This insight may be taken as an established and uncontested point of departure. (Gzella 2018, 21)

While many Western scholars have come to a similar conclusion from familiarity with the text, Gzella’s confidence in this semantic analysis is based on wayyiqṭol’s assumed historical development from the proto-Northwest Semitic short *yaqtul*, a prefixed

---

1 I am deeply indebted to Joseph Habib for his help in revising an earlier draft of this paper.

2 I specify “Western” because I am also familiar with non-Western (and native South American) speakers who have come to different conclusions, undoubtedly influenced by their own languages.
preterite form itself descending from the proto-Semitic prefixed preterite represented by *iprus* in Akkadian.³

This view accounts for a vast number of the occurrences of *wayyiqtol* and thus provides a useful point of departure for a broader analysis. The purpose of the present essay is to provide an inventory, first, of early uses of *wayyiqtol*, to evaluate if they fit into a typology that would accord with the above statement; second, of some early expressions of past tense and perfective aspect; and, third, of unexpected uses of *wayyiqtol* in Job.⁴

---

³ See the history of scholarship as laid out in McFall (1982), Smith (1991, 1–15), and Cook (2012). Baranowski (2016) has recently provided evidence of a short prefixed preterite in Canaanite narrative, analogous to BH *wayyiqtol*. Waltke and O’Connor (1990) represent scholars who also take into account a discourse relationship with the preceding verb: *wayyiqtol* is a ‘waw-resultative’ form, in some way subordinate to the preceding clause.

⁴ Diachronic and typological reconstructions of *wayyiqtol*’s development are closely related, but by no means identical. This paper accepts the consensus that Archaic Biblical Hebrew (ABH) is early, but no other linguistic dating is assumed. The question under discussion is whether the distributional data (textual occurrences of *wayyiqtol*) accord with the typological argument (claiming early short *yiqtol* functions as a preterite and *qatal* as a non-preterite) suggested by the assumed historical reconstruction (*yaqtul > short yiqtol*). See Table 1, in §1.3 below, for totals of *wayyiqtol* forms and a summary of the distributional data in recognised archaic texts.

Note that the dating of Job remains inscrutable, so no particular date is assumed here.
1.0. Archaic Biblical Hebrew

Any dating of Biblical Hebrew is fraught with debate, as linguistic features once thought archaic may now be considered dialectal or stylistic (e.g., Aramaisms). Even so, for most scholars, intuition prevails in considering there to be a body of ABH, including such texts as Psalm 68, the Blessing of Jacob (Gen. 49), Balaam’s Oracles (Num. 23–24), the Songs of the Sea (Exod. 15), of Moses (Deut. 32–33), and of Deborah (Judg. 5), and the Prayer of Hannah (1 Sam. 2). In most of these texts, wayyiqtol is sparse, if present at all.

1.1. Wayyiqtol Rare

Scholars have long been convinced of the archaic nature of Psalm 68, thanks to its mention of Sinai, defective spelling, syntax, phraseology, motifs, and vocabulary (including strong parallels between vv. 12–19 and the Song of Deborah). Of note here is

---

5 See Mandell (2013) and the articles in Barmash (2017) for a discussion of ABH as a valid category. Particularly important works in the discussion remain Young et al. (2008) and Miller-Naudé and Zevit (2012). An exhaustive treatment of the history of scholarship and status quaestionis on the linguistic dating of Biblical Hebrew may be found in Rezetko and Young (2019).

6 Unbound short yiqtol occurs in this early Hebrew, but this paper is concerned only with short yiqtol within the bound form wayyiqtol.

7 Notarius (2013) excludes Psalm 68 from her study, presumably because she restricts herself to “those poetic passages incorporated into the prose books of the Torah and Former Prophets” (71).
simply the presence of a narrative recital with mostly *qatal* forms and a few *yiqtol* forms.⁸

Suggested archaic features include the nominative reflex (נִ) of the Proto-Semitic relative pronoun (*ָדְהִ) in Ps. 68.28 and the genitive (נִנ < *דָּ) in v. 9 (Pat-El and Wilson-Wright 2013, 401). Holmstedt (2014) disputes the genitive use of נִנ and argues, persuasively, for a straightforward demonstrative use. His argument influenced the translation provided below.

Watson (2005, 46) assesses the relevant features, concluding that while the evidence for an early provenance should not be “overstated” and may reflect later redactional activity, nonetheless its “content and allusions, vocabulary, grammar, or use of divine names, seems to point to the conclusion that it is substantially very ancient, perhaps emanating from a period as early as that of the Judges or Saul.”

⁸The distribution of the *qatal* forms is consistent with Notarius’ (2013, 286–87) criterion for ABH, stipulating a limited use of *qatal* in narrative. Note, however, that, based on her discourse modes, she would not consider Ps. 68 narrative. Self-admittedly, she defines these circularly—as an “interpretative circle” (59)—and presumably they should therefore only be considered of self-fulfilling value rather than as additional evidence for her view.

In her conversational frameworks (whose subtype, ‘hymnal poetic speech’, she would presumably consider the label for Ps. 68, given its vocative אֱלֹהִי), she interprets *qatal* as able to mark simple past tense, as in Deut. 32.30 (Notarius 2013, 53, 91) and 2 Sam. 22.5 (2013, 167). She acknowledges difficulty in distinguishing resultant, simple past, and anteriority, which should caution the reader to the potential of less than robust argumentation. Similarly, she acknowledges a significant overlap between narrative and report [the third subtype of conversation] in terms of their discourse characteristics: both discourse modes are governed by dynamic bounded events and both reveal temporal text-progression.
The main difference is that in narrative temporal progression correlates with an autonomous sequential time..., while in report the temporal text-progression is given in constant reference to ST [speech time], consistent with the deictic temporal pattern. (Notarius, 2013, 55)

She has in fact expressed the difference between a perfect/anterior (which does not update the reference time) and a perfective (which does update the reference time). Here we can see how the discourse modes are defined by verbal forms. Consequently, if narrative is defined as formed by preterites and report by anteriors, then it is logical, if not insightful, that narrative has an autonomous sequential time (the reference time being updated by the preterites) and report does not (the reference time remaining the same, not updated by the anteriors).

See also Isaksson (2014) for a similar approach to that of Notarius.

9 Translations are based on the JPS, modified only where deemed necessary.
All verbal forms may be considered past tense, either preterite (perfective) or past habitual (imperfective) in aspect.10

1.1.1. Consecutive *qatal* Forms

In the oracles of Balaam, which purport to be non-Israelite and non-Judahite, indeed foreign altogether, there are no *wayyiqtol* forms. This is true for all of the poetic material in Num. 23–24 (23.7–10, 18–24; 24.3–9, 15–24, excluding narrative frames).11

For instance, whereas one might expect, in typical classical prose, to have a *qatal*–*wayyiqtol* sequence, such as כָּרַע וַיִּשְׁכַּב or even a *wayyiqtol* sequence, e.g., כָּרַע וַיִּשְׁכַּב, we instead read multiple consecutive *qatal* forms, as in:

10 The justification for understanding the *qatal* forms as simple pasts (preterite semantics), rather than anteriors (perfects), lies in the temporal ‘when... then’ backbone of the minimal narrative: two consecutive events narrated in succession: ‘When God went out, then the earth trembled.’ A report, which refers constantly to speech time, would obscure the inherent consecution: ‘God has gone out and the earth has trembled.’ A narrative embedded within the report would begin with speech time as reference and then shift to a reference time within the narrative: ‘God has gone out and then the earth trembled and the sky rained.’

The long *yiqtol* forms, תָּנִּיף and תָּכִּין, have past imperfective semantics here. The *qatal* כֹּנָנְתָּה seems to function here like an English simple past, in that it is past tense, but unmarked for aspect (thus capable of bearing habitual semantics). Possibly the *weqatal* נְלָאָּה is also to be considered unmarked for aspect here, or perhaps more likely it marks the imperfective aspect that the *qatal* then inherits.

11 For an argument for a clearly archaic profile, see Morag (1981) and Pat-El and Wilson-Wright (2013) or, with less certainty, Notarius (2013, 227–28, 296).
‘He crouched, he lay down like a lion, like a lioness; Who dares rouse him?’ (Num. 24.9)

Notarius (2008, 74–75; 2013, 218) understands these as resultative perfects, which presumably would be reflected by a translation such as ‘He has crouched [and] lain down like a lion, like a lioness [in victory over its prey]; who [therefore] dares rouse him?’ In other words, she does not read the text as a micro-narrative (with preterites) followed by a present tense comment, but rather she holds that the speech time remains the reference point for each verb (with resultatives/antecrions).12

The context may be insufficient to determine which is likeliest for this isolated instance, but because this appears to be a culturally shared poetic trope, both syntactically and semantically,13 its other instances may therefore shed additional light.

Identical syntax and semantics14 are also found in:

---

12 Were one to read these as statives, they could be either ‘he is crouched, he is lying down like a lion’ or ‘he was crouched, he was lying down like a lion.’ The reference point would be unspecified, since statives qua adjectives can take their time reference from the context.


14 And nearly identical words, except שָכַב in Numbers becomes רָבַץ in Genesis.
(3) גֶ֤וּר אַרְיֵה יְהוּדָה
כָּרַע רָבַַ֧ץ כְאַרְיִֵ֛ה וּכְלָבִ יא
מִטֶּ רֶף בְֵ֣נִי עָלִֶ֑יתָ
כָרַָ֨ע רָבַַ֧ץ כְאַרְיִֵ֛ה וּכְלָבִ יא
מִִ֥י יְקִימֱֶֽנּוּ׃

‘Judah is a lion’s whelp; On prey, my son, have you grown. He crouched, he lay down like a lion, like the king of beasts; Who dares rouse him?’ (Gen. 49.9)

Were the repeated text fully incorporated into Gen. 49, an anterior interpretation would be easiest: ‘on prey have you grown; you have crouched; you have lain down....’ The lack of incorporation (i.e., the qatal forms remain third person rather than according with the second person of the first line) and the nearly verbatim agreement with Num. 24.9 may indicate that this is, indeed, a trope which can be embedded, and which therefore need not flow grammatically (in terms of tense and aspect) with its context.

Our third instance of כָּרַע, in Judg. 5.27, might further induce us to see a literary trope, in which Sisera crouched, but, unlike the lion who rises again, lay down and did not rise again.

(4) בֵֵ֣ין רַגְלֶ יהָ כָרִַ֥ע נָפַ ל
בֵֶ֤ין רַגְלֶ יהָ כָרֵַ֣ע נָפָ ל
בַאֲשֵֶ֣ר כָרַ ע
שָ ם נָפִַ֥ל שָדֱֽוּד׃

Our third instance of כָּרַע, in Judg. 5.27, might further induce us to see a literary trope, in which Sisera crouched, but, unlike the lion who rises again, lay down and did not rise again.

If viewed as a trope within the Hebrew tradition, the lexical כָּרַע may shift to the more common יָּרַד by the time of Ezek. 32.21.

(15) יְדַ בְּרִוּ לּוּ אֵל וּ־ל֞וֹ אֵלֵ֧י גִ בְוֵרִִ֛ים מִתִ֥וֹך שָאָֽל אֵת־ע ֱֽזְרֶָּ֑יו יֱָָֽֽרְדִ֛ו וּשָּכְבִ֥ו הָעֲרֵלִ ים חֱָֽרֶב׃

‘From the depths of Sheol the mightiest of warriors speak to him and his allies; the uncircumcised, the slain by the sword, have gone down and lie [there].’ (Ezek. 32.21)
'At her feet he sank, he lay, outstretched, 
At her feet he sank, lay still; 
Where he sank, there he lay—destroyed.' (Judg. 5.27)

Here in Judg. 5 the qata‘al forms serve as narratival forms with clear preterite semantics.\(^{16}\) Given that this is the only context in which the sequence fits naturally—i.e., semantically and grammatically—the strongest argument is to give this context the dominant role in determining the grammatical semantics of the qata‘al forms. If that is so, then even in the above cases (Num. 24.9 and Gen. 49.9), even if awkward in English, it may yet be more conservative to understand the qata‘al forms as providing a micro-narrative, followed by a cry of despair (as in the English translations provided).\(^{17}\)

After Gen. 49.9, Deut. 32.15 does not seem so strange with its interruption of a series of wayyiqtol forms with a series of three

\(^{16}\)This may be a reported narrative, as in narrative explicitly within the poet’s mouth, but, pace Notarius (2013 129–30), it strains credulity to suggest this must be report, i.e., a series of anteriors that retain speech time as its reference time, e.g.,

‘He has asked for water, but she has given him milk; in a bowl fit for nobles she has brought him curdled milk.
Her hand reached for the tent peg, her right hand for the workman’s hammer.
She has struck Sisera, she has crushed his head, she has shattered and pierced his temple.
At her feet he has sunk....’

\(^{17}\)As Notarius (2013, 140) notes, qata‘al forms can be simple past. If one defines the discourse mode here as narrative (even if embedded within report), these are easily considered simple past qata‘al forms.
asyndetic second-person *qatal* forms. The effect is that of an ex-postulation in the midst of a narrative, in which the narrator speaks of the addressee in third person, but, given the topic at hand, cannot restrain the outburst, “You grew fat, gross, and coarse!!” in the midst of his song.

(5) וַיִּשְמֶן יְשֻרוּן וַיִּבְעוּט שָמַנְתָּה נְבֵי־כֹּשְׁרָה וַיִטִּשׁ אֱלֹהַו עָשָּׁה וַיְנַבֵּל צוּר יְשֻעָה׃

‘So Jeshurun grew fat and kicked—
You grew fat and gross and coarse!!—
He forsook the God who made him
And spurned the Rock of his support.’ (Deut. 32.15)

In semantic terms, these could be simple pasts, as above, or they might be stative perfects, ‘You are become fat, thick, gorged!’ (Notarius 2013, 81–82); both are plausible and defensible and thus must for the present be left as possibilities.

1.1.2. Lone Past Tense *yiqtol* Form

The absence of *wayyiqtol* forms does not coincide with an equal absence of short *yiqtol* forms with past time reference; Balaam opens his oracles with a prefixed verb with preterite semantics

---

18 Even the series of third-person *qatal* forms like this is restricted to poetry, apart from זָקֵן בָּא בַיָּמִים ‘he became old, advanced in days’ and its variants (Gen. 18.11; 24.1; Josh. 13.1; 23.1–2; Judg. 19.16; 1 Sam. 17.12; 1 Kgs 1.1).

The Rise of Wayyiqtol

(6) מִן־אֲֲרָֽם יַנְחֵּ֣נִי בָלֶ֤קְו 'From Aram Balak brought me.’ (Num. 23.7)

Apart from this one instance, however, Balaam exclusively uses qatal (and weqatal) for past tense.  

20 Grammarians disagree whether this is an imperfect, e.g., ‘he was bringing me by stages’ (GKC, §107b, d), or preterite, ‘he brought me’ (Bergsträsser 1962, II:§34h). Note that the latter is Bergsträsser’s update of the former.

Notarius argues that since “it is not narrative,” therefore “a real narrative tense is not to be expected here; nor is the simple past meaning marked in the passage,” even though “verse 7 pertains to an event anterior to the speech-time” (Notarius, 2008, 79; 2013, 222). She suggests that word order (non-initial position) indicates possible circumstantial function, effectively ‘when Balak brought me... then he said.’

Even were this to be understood circumstantially, it would not change the past tense value, nor the perfective aspect: only a pragmatic function of foregrounding versus backgrounding. Any equation of ‘circumstantial background function’ with an imperfective or a ‘kind of historical present’ (usually understood as vivid, the opposite of backgrounded) would appear to be a case of category confusion.

Indeed, the implied semantics of a past tense circumstantial would be either pluperfect, ‘when he had brought me’, or simultaneous, ‘while he was bringing me’. The former would be most curious for a short yiqtol (if this is a short yiqtol, which here is morphologically ambiguous) and the latter is illogical in the context.

21 Because the weqatal forms continue the qatal form רָאָשָׁה, I understand them to have parallel (past tense) semantics: just as he has spoken, so he has promised and he has blessed.
God is not man to be capricious, or mortal to change His mind.

Has He spoken and will not act; has He promised and will he not fulfill?

I have received [the command] to bless: when He has blessed, I cannot reverse it.

He has not sighted harm for Jacob, He has not seen woe for Israel.

The LORD their God is with them, and their King’s acclaim in their midst.’ (Num. 23.19–21)

Although Balaam uses yiqtol for standard future tense, he uses qatal for the peculiar prophetic passage about the star to arise

---

22 I interpret all these words as Balaam’s. If the verbs of speaking in v. 19 are considered quotative frames (Miller 1996) for the Canaanite deity El, v. 20 can be considered a quotation of divine speech, in which El honours the legitimacy of Balaam whom he has ‘taken’ (Notarius 2013, 210–20). In this interpretation, Balaam legitimates himself by citing El, who vows that if Balaam blesses, El will not revoke it. Any persuasive value of such logic is not entirely clear, as the very authority structure of El legitimating Balaam would be turned on its head, with El deferring to Balaam. In any case, this would not change any past tense value of the qatal verbs.

Medieval commentators also treated these as past tense in Balaam’s mouth, e.g., Rashi (1040–1105), commenting: המ דברי "אני לא אשוב" מדברי "אני לא אשבך". ודברי "אני אשבך". והוא דברי מעותי אינן לא אישב.
from Jacob. In this case, the past tense presumably refers to Balaam’s vision (recounting what happened in his vision or was revealed to him) and is not applicable to the events themselves.\(^{23}\)

\[(8)\]

אַרְאֵֽה הָאָֽרֶץ
אָשְׁרָֽנְה לָא
cלֹא הָכֹֽב

דרַד כָּנָב מַעַטְּל
תַּקְּשִׁיב מַשְׁרֵֽאֵל

וְקָרָֽקָר כָּל־בְּנֵי־שֶׁת׃

‘What I saw for them is not yet;
what I beheld will not be soon:
A star rose from Jacob,
a scepter came forth from Israel;
It smashed the brow of Moab,
broke down all children of Seth.’ (Num. 24.17–18)

1.1.3. **Wayyiqtol** in Non-prophetic Dialogue

Though there are no wayyiqtol forms in Balaam’s prophetic monologues, there is one in his direct dialogue with God in ch. 23.

\[^{23}\text{Here in v. 17 Notarius (2013, 220) sees the prophetic perfect as a subset of the resultant perfect, with the weqatal forms marking temporal text-progression within future-time reference.}\]
On the one hand, the striking syntactic sequence of object-*qatal* followed by *wayyiqtol*-object is nearly poetic, suggesting that it may hark back to an earlier poetic memory (toward archaic times). On the other hand, the absence of *wayyiqtol* forms in the prophecies makes this form seem foreign in Balaam’s mouth and possibly from a different dialect or time period.

Psalm 68 and Balaam’s oracles thus provide little evidence for use of a prefixed preterite, whether alone or in the bound *wayyiqtol* form: only one (possible) short prefixed preterite each.²⁴ *Qatal* largely bears the burden of preterite past tense.

1.1.4. Possibly Archaic *wayyiqtol*

In the Song of the Sea we find a single *wayyiqtol* form (**וַיְׁהִּי**), followed soon thereafter by two *wayiqtol* forms (**וְׁאַנְׁוֵהוּ** and **וַאֲרֹמְׁמֶנְׁהוּ**).²⁵

‘The LORD is my strength and might; He has become my deliverance.’ (Exod. 15.2)

Given the narrative nature of the song, one might have expected a series of *wayyiqtol* forms (as in, for instance, Ps. 18). What we do find is nearly the exact text of Exod. 15.2 in both Isaiah and

---
²⁴ Including **תַּשְׁלֵג** ‘let it snow (?)’ or ‘you caused it to snow (?)’ in Ps. 68.15.
Psalms, raising two possibilities: either the latter texts are drawing on an earlier, archaic tradition (with the rare form הָּּי) or the earlier text has been adapted to a later tradition (with a possibly anachronistic wayyiqtol form). (Or, of course, a combination of the two.) We have already seen, above in Gen. 49.9, portions of text that plausibly seem embedded tropes. The rare הָּּי might indicate the same phenomenon here.

(11) הִנֵָּ֨ה אֵַ֧ל يְשוּעָתִִ֛י אֶבְטַ ח  וְל ֵ֣א אֶפְחֶָ֑ד כֱִֽ־עָזִֶּ֤י וְזִמְרָת יֵָ֣הּ יְהוָ ה  וֱַָֽֽיְהִי־לִ יֱִֽישוּעֱָֽה׃

‘Behold the God who gives me triumph! so I am confident, unafraid;
For Yah the LORD is my strength and might, And He has become my deliverance.’ (Isa. 12.2)

(12) עָזִֵּ֣י וְזִמְרֵָ֣ת יֶָ֑הּ וֱַָֽֽיְהִי־לֱִִ֝֗י לֱִֽישוּעֱָֽה׃

‘Yah is my strength and might; He has become my deliverance.’ (Ps. 118.14)

If these are embedded tropes, then it becomes more difficult to identify the original context, so we must be cautious about adopting any conclusions. The wayyiqtol in Exod. 15 may not be original to its context.

1.1.5. Certainly Archaic wayyiqtol

We have a clear wayyiqtol in the Song of Deborah, but it is not a fully independent form introducing a clause detached from surrounding clauses. In Judg. 5.28 we have ellipsis of the subject (Sisera’s mother) in the first clause (with qatal), with the subject provided in the second clause (with wayyiqtol). The first clause is
thus semantically dependent on the second clause for providing the subject.\[25\]

(13) בְּעַד הַחַלָּ֨וֹן נִשְׁקְפַָ֧ה וַתְיַבִֵ֛ב אִֵ֥ם סֱִֽיסְרָ א בְעֵַ֣ד הֱָֽאֶשְנֶָ֑ב מַדִ֗וּעַ ב שֵֶ֤ש רִכְבוֹ לָב וֹא מַדֵ֣וּעַ אֱֶֽחֱר וּ פַעֲמֵ י מַרְכְבוֹתֱָֽיו׃

‘Through the window she peered, behind the lattice Sisera’s mother whined:

“Why is his chariot so long in coming? Why so late the clatter of his wheels?” (Judg. 5.28)

The wayyiqtol is not a common verb (יִבֵב), and there is no indication that it might have been inserted later, as possibly is the case in Exod. 15.\[26\]

---

\[25\] This would the phenomenon David Tsumura (2019) refers to as ‘vertical grammar’, in which parallel poetic lines have dependencies that go beyond the usual constraints of word order. In this case, word order would normally require that the subject be contained within a clause, but here the noun phrase constituting the subject is in the following line, though still semantically a part of the first clause.

\[26\] Notarius (2013, 143) argues that this is not a wayyiqtol form, because the historical report in Jdg 5 is not a narrative, and therefore the historical past tense is not necessarily expected in it; from a historical-linguistic point of view, the historical report in Jdg 5 reflects a language type in which the old preterite *yaqtul was decisively substituted by the new preterite *qatala, at least in the discourse mode of report.

In other words, if one pre-determines that it is not narrative, but report, then only non-narrative forms are permitted. If wayyiqtol is a narrative form, then it must not appear here (or, if we allow it, it would be ‘very rare’).
1.2. *Wayyiqtol Becomes Common, but Not Standard*

In Genesis 49\textsuperscript{27} and Habakkuk 3, *wayyiqtol* is more common, even if not a common, expected form. Jacob’s blessing on Issachar includes multiple *wayyiqtol* forms close together in v. 15.

(14) יִשָּׂשְךְ הֵמָּה גרְבֵׁי בֵּין הָעָרֶץ׃ וַיֶּרֶא מְנֻחָה כִּי טֹב וּבֶן־הָעָרֶץ כִּי נִנֹּמֶה.

‘Issachar is a strong-boned ass, Crouching among the sheepfolds.

Then he saw how good was security, And how pleasant was the country,

So he bent his shoulder to the burden, And he became a toiling serf.’ (Gen. 49.14–15)

Clearly, sequential past narration is expressed throughout the song with *qatol* forms, including cases of explicit consecution with *תָּ* (Judg. 5.11, 13, 19, 22). As stated above, this text-progression within the text indicates a narrative discourse mode, not a report discourse mode. Or, perhaps put more helpfully, it indicates preterite semantics, rather than anterior semantics.

On grounds of narrative versus report, then, the *wayyiqtol* is at home with preterite semantics, which are present here in Judg. 5. One might surmise that a lone *wayyiqtol* is suspect, but that is only if one presumes that *wayyiqtol* forms always occurred *en masse*. We must not reject Judg. 5.28 as evidence that *wayyiqtol* did not always occur *en masse* simply because we assume it impossible *a priori*.

\textsuperscript{27}In addition to traditional arguments for the archaic nature of Gen. 49, if one adheres to an evolutionary view of language with regard to thetic grammar, Korchin (2017) suggests that Gen. 49 is one of the least theoretically diverse texts, which is possibly further evidence of an early date.
Wayyiqtol does not have a monopoly on consecutive past tense verbs, however, as is evident in the blessing on Reuben in v. 4, which, instead of wayyiqtol, has יָא with qatal.

(15) פֶַ֤חַז כַּמַ יִם אַל־תוֹתַ רִיִּ֥יתָ וַתְׁחַלֵלוּ עָּלִּיתָּ וַתְּחַלֵלוּ עָּלִּיתָּ מְשֻׁבְּרָה אֲבָךְ אַנָּה חִלַּלְתָּ יְתוֹתָּ עָלִּיתָּ מְשֻׁבְּרָה אֲבָךְ

‘Unstable as water, you shall excel no longer; For when you mounted your father’s bed, Then you brought disgrace—my couch he mounted!’ (Gen. 49.4)

In prose, the default sequence would have been תַּהְמֹלַל (cf. Exod. 20.25). The two verbs refer to the same action, but the presentation of יָא with qatal separates the disgrace as a distinct idea (as indeed the third verb, יָלָל, again referring to the same action, is presented in third person as a linguistic distancing that parallels the distancing of Jacob from his firstborn-but-no-longer-heir).

Similarly, in v. 6 one might have expected a wayyiqtol followed by the prepositional phrase בִּרְצֹנָם, but instead the prepositional phrase is fronted, followed by another qatal form.

(16) כָּרַָ֨ע בָּרָאָּ֖ם בְּאַפָם הֵָ֣רְגוּ אִ יִּשֵּׁתָּ֑ו בְרֵצָּ֖ם עִקְּרוּ־שֹׁר׃

‘For in their anger they slew men and at their pleasure they hamstrung oxen.’ (Gen. 49.6)

The blessing on Judah in v. 9 is the most obvious opportunity for wayyiqtol forms (repeated from above).

(3) גֶ֤וּר אַרְיֵה יְהוּדָ֣ה מִטֶּ֛רֶף בְּנִֵ֣י עָלִֶ֑יתָ תָּ֣רַע רָבְַּ֔ץ כְַאַרְיִֵ֛ה וּכְלָבַיִּ֖יא מִיְּקִימֶַֽנְו׃

‘Judah is a lion’s whelp; On prey, my son, have you grown.'
He crouched, he lay down like a lion, like the king of beasts; Who dares rouse him?’ (Gen. 49.9)

These cases demonstrate the availability of wayyiqtol for consecutive past tense, and the simultaneous availability of qatal to convey the same semantics (but with other poetic or pragmatic effect).

1.2.1. Not Yet Classical: Habakkuk 3.6

Habakkuk 3.6 demonstrates the familiar qatal–wayyiqtol pattern, e.g., ראֶה וְיָמְדֶד, but then an unexpected (poetic) wayyiqtol–qatal sequence (וַיִתְפֹצְצוּ הַרְרֵי–עַד שַח וּגִבְעֵוֹת עוֹלָם.). This is not quite yet classical (prose) style.

(17)

‘When He stands, He makes the earth shake; When He glances, He makes nations tremble. The age-old mountains are shattered, The primeval hills sink low. His are the ancient routes.’ (Hab. 3.6)

1.2.2. Archaic Biblical Hebrew Together with wayyiqtol

In Deut. 32–33, Ps. 18, and 2 Sam. 22 the wayyiqtol form begins to function in more familiar fashion, but with no hegemony. First, there continue to be narrative recitals without wayyiqtol. Ps. 18 begins with qatal–yiqtol and qatal–qatal sequences in vv. 5–6.

---

‘Ropes of Death encompassed me; torrents of Belial terrified me; Ropes of Sheol encircled me; snares of Death confronted me.’ (Ps. 18.5–6)

Immediately afterward, in v. 7, a series of yiqtol forms carries the narratival action.29

‘In my distress I called on the L ORD, cried out to my God; in His temple He heard my voice; my cry to Him reached His ears.’ (Ps. 18.7)

As if to display the variety of forms capable of carrying on a narrative recital, v. 8 gives an entirely different series: many sequential wayyiqtol forms (interspersed with a few qatal and yiqtol forms), describing a breath-taking storm theophany.

‘Then the earth rocked and quaked; the foundations of the mountains shook,

Whereas above, in the Song of Deborah, qatal was the perfective past and yiqtol the imperfective circumstantial (Notarius 2013, 269), here it is the qatal forms that set the scene and yiqtol that furthers the main line of the plot. Only the last yiqtol is clearly long; the others are ambiguous.

These yiqtol forms are ambiguous as to whether they are short or long.
rocked by His indignation;
smoke went up from His nostrils, from His mouth came
devouring fire; live coals blazed forth from Him.
He bent the sky and came down, thick cloud beneath His
feet.
He mounted a cherub and flew, gliding on the wings of
the wind.’ (Ps 18:8–11)
The recital weaves in and out of the various forms, with another
round of *wayyiqtol* forms in vv. 14–16, but returning to mostly
*yiqtol* forms\(^{31}\) for the climax.

(21)

‘He reached down from on high, He took me; He drew me
out of the mighty waters;
He saved me from my fierce enemy, from foes too strong
for me.
They confronted me on the day of my calamity, but the
LORD was my support.
He brought me out to freedom; He rescued me because He
was pleased with me.
The LORD rewarded me according to my merit; He re-
quited the cleanness of my hands.’ (Ps. 18.17–21)
The significance of these various means of fashioning a narrative
recital indicates precisely that there was not one standard: there

\(^{31}\) The final form, יָשִיב, is clearly long. The others are ambiguous.
was no expectation that past sequences be encoded in wayyiqṭol forms (or even short yiqṭol with or without the way-). The translational semantics (English simple past) are the same for all these verbs, suggesting that simple tense and aspect are not the factors motivating the different verbal choice.\textsuperscript{32} As in Deut. 32.15, verbal form and even the person of the verb appear very much in the service of poetic effect, perhaps even to the obscuring of verbal semantics.\textsuperscript{33} As the JPS translation of Hab. 3.6 suggests (presented here because it demonstrates well what I consider the best reading), past tense might not be inherent in the Hebrew verbal forms, which in some contexts might be better translated as English present forms.

\section*{1.3. Compared to Classical Biblical Hebrew}

The texts most commonly classified as ABH are listed below (Table 1), with the number of wayyiqṭol forms present in each (and sorted accordingly). Although the very classification of ABH is a matter for debate (based on diachrony? dialect? theology of Yhwh from the east? Yhwh at Sinai?), the persisting consensus on these texts has an empirical basis, which the following table helps to clarify.

\textsuperscript{32} In a previous work I have touched on discourse and information structure as possible motivation for the change in verbal choice (Robar 2014).

\textsuperscript{33} Discourse functions trumping verbal semantics have been well documented in other cultures’ poetry; see, for instance, Fleischman (1985; 1990).
Table 1: Texts traditionally considered Archaic Biblical Hebrew, with totals of wayyiqtol forms

<table>
<thead>
<tr>
<th>Archaic Biblical Hebrew texts</th>
<th>Wayyiqtol forms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psalm 68</td>
<td>0</td>
</tr>
<tr>
<td>Numbers 23–24 (Oracles of Balaam)</td>
<td>0\textsuperscript{34}</td>
</tr>
<tr>
<td>Judges 5 (Song of Deborah)</td>
<td>1</td>
</tr>
<tr>
<td>Exodus 15.1–18 (Song of Moses)</td>
<td>1</td>
</tr>
<tr>
<td>1 Samuel 2.1–10 (Prayer of Hannah)\textsuperscript{35}</td>
<td>2</td>
</tr>
<tr>
<td>Genesis 49 (Jacob’s blessing)</td>
<td>4</td>
</tr>
<tr>
<td>Habakkuk 3</td>
<td>5</td>
</tr>
<tr>
<td>Deuteronomy 32–33 (Prayer and Blessing of Moses)</td>
<td>20</td>
</tr>
<tr>
<td>Psalm 18</td>
<td>23</td>
</tr>
<tr>
<td>2 Samuel 22</td>
<td>27</td>
</tr>
</tbody>
</table>

Within this corpus of ABH, we can readily arrange the texts in order of wayyiqtol frequency. There are many past perfective verbs other than wayyiqtol (notably qatal and a few yiqtol forms). When wayyiqtol does appear, it is often past perfective, but the verbal semantics are subordinated to poetic function. In 1 Sam. 2.6, for instance, the wayyiqtol form is only with some contortion past perfective; it depicts action characteristic of Yhwh, continuing the semantics of the participles earlier in the verse.\textsuperscript{36}

\textsuperscript{34} One instance, if Balaam’s direct address of God (outside the actual oracles) is included.

\textsuperscript{35} These texts were not analysed, simply for want of space.

\textsuperscript{36} Cf. Notarius (2013, 259).
2.0. Job

Having established that ABH (if we have properly identified it) is not homogeneous in its use of wayyiqtol, we now turn to Job, whose book and language remain mysterious in many ways and thus represent a different stream of Biblical Hebrew. In contrast to the situation in ABH texts, the use of wayyiqtol is highly developed in the poetry of Job. Below are various examples of uses atypical within Classical Biblical Hebrew.

2.1. Wayyiqtol Not Independent

In Job 3.10, the negative לֹא can apply to both its own clause and the following wayyiqtol clause.

---

37 If wayyiqtol evolved at different rates in different dialects or registers of Biblical Hebrew, evolutionary states may not correlate with dating. A ‘more evolved’ form in one dialect might coincide with a ‘less evolved’ form in another dialect.

38 No particular date is assumed here for Job. An exilic or post-exilic date has been suggested on the basis of the language of the prose tales (Hurvitz 1974). Cf. Young, 2009; Joosten, 2013.
2.2. The Chained ‘Paragraph’

The reason wayyiqtol does not function as an independent verb may be, simply put, that it is not an independent verb. Rather than introducing an independent clause with past tense and perfective aspect, it may function to ‘chain’ clauses together into a paragraph quite apart from verbal semantics. Oakes (2018, 178) describes a crosslinguistic form of clause chaining, which he also perceives within Biblical Hebrew:39

A chain of clauses that are neither coordinated nor subordinated, but are governed in a different way by a controlling (head) clause either at the beginning or the end of the paragraph (or larger unit). This head verb is fully inflected, while the other verbs of the paragraph lack inflection in some significant way. That is, these other verbs that make up the bulk of the paragraph rely on the head verb for their tense, aspect, or mood, and often for their subject. Linguists refer to these dependent verbs as medial verbs, and

---

39 This is the same phenomenon I attempted to describe in Robar (2014).
to the languages that use them as (verb- or clause-) chaining languages.\textsuperscript{40}

In other words, if \textit{wayyiq\textsuperscript{t}ol} is understood as a medial verb, its function is to bind together a paragraph whose basic verbal semantics (e.g., tense, aspect, mood) are often determined by a head verb or clause (or, in other languages, a tail verb or clause).

If \textit{wayyiq\textsuperscript{t}ol} is thus understood, it becomes simple to see how it can continue even participial function, as above in 1 Sam. 2.6 or with the nominal participle \textit{הַמְׁחַכִּים} (passing over the nominal clause \textit{וְׁאֵינֶנּוּ}) in Job 3.21:

\begin{equation}
(24)
\text{הֱַֽ֝וָ֣מְחַכִֵ֣ים לַמֵָ֣וֶ}
\end{equation}

\begin{equation}
\text{וְאֵינֶנּוּ}
\end{equation}

\begin{equation}
\text{וֱֱַֽ֝יַחְפְֻּ֣רֹ֝הוּ}
\end{equation}

\begin{equation}
\text{מִמַטְמוֹנֱִֽים׃}
\end{equation}

‘To those who wait for death but it does not come, Who search for it more than for treasure.’ (Job 3.21)

Similarly, \textit{wayyiq\textsuperscript{t}ol} can continue a relative clause with its resumptive pronoun:

\textsuperscript{40} Note that Oakes applies this discussion to the function of \textit{weq\textsuperscript{t}al}, though in a footnote he considers \textit{wayyiq\textsuperscript{t}ol} to be a chaining verb for past tense narrative. Given its applicability to the language of Job, the notion could be expanded to a chaining verb in both narrative and poetry, whether past, present or future. The existence of \textit{two} chaining verbs in Hebrew is worth noting. The answer may lie in linguistic development (\textit{weq\textsuperscript{t}al} as contingent modality re-analysed as chaining), in sociological happenstance (with the scribal institution of the monarchy) or some other reason.
Two verses later, the wayyiqtol resumes a relative clause semantically, but transforms the object of the relative clause (the fear that was feared) into a subject (the fear that came upon him). This is indeed neither co-ordination nor subordination, but nonetheless involves connected clauses.

Alternatively, one might translate this as ‘For a fear I feared comes upon me; what I dread befalls me.’ Whether both the wayyiqtol and yiqtol are understood as past or as general present, they would seem to share tense and aspect here. What is relevant for this argument is that the wayyiqtol continues the semantics of the preceding qatal.

2.3. Yiqtol–wayyiqtol Sequences

As in several cases above in ABH, so in Job, wayyiqtol is used with unexpected senses. At least, Eliphaz seems to have been under no constraints regarding its syntax or semantics. (Nor was he instructed that clause-initial yiqtol is reserved for jussive semantics.) In both Job 4.5 and 12 we have yiqtol as the head for wayyiqtol clauses (including one clearly long yiqtol).
‘But now it comes to you, and you are impatient; it touches you, and you are dismayed.’ (Job 4.5)

‘A word came to me in stealth; My ear caught a whisper of it.’ (Job 4.12)

2.4. Semantic Freedom

The syntactic freedom of *wayyiqtol* extends equally to the semantic domain. Just as when continuing a participle syntactically it also continued the general present semantics, so also in Job 7.9 it continues a general present *qatal* with the same semantics.\(^1\)

‘As the cloud fades and vanishes, so he who goes down to Sheol does not come up.’ (Job 7.9)

Immediately afterward we have the statement that a tree cut down may yet have hope in its stump, for with the scent of water it might yet sprout anew. As for man, however:

‘But mortals languish and die; Man expires; where is he?’ (Job 14.10)

---

\(^{1}\) Its semantic breadth has been noted before (Michel 1960), even if largely ignored in the literature.
Much more can be said about the syntax, semantics, and discourse functions of wayyiqtol in Job, but these examples should be sufficient to demonstrate that neither in ABH, nor in Job, have we fully understood the function of wayyiqtol if we restrict it to past tense and perfective aspect. It behaves with far more freedom than some of our scholarly pronouncements permit.

3.0. Conclusion

In much ABH, there are few wayyiqtol forms or none at all (rare in the Songs of Deborah and Moses, Prayer of Hannah; none in Ps. 68 and Num. 23–24). In some, wayyiqtol is common in form, but with varying function. If this aligns with their typological development (which has not been argued, but is considered plausible), this could reflect the development of a new form, possibly prompted by its close connection between two actions (the opposite of the distancing seen with ָּנִּ + qatāl in Gen. 49 in ex. (15) above).

In Job, we have another linguistic stream, in which wayyiqtol is common as a freely chaining verb, that is, following other verbs (even participles) and taking up their prominent tense, mood, and aspect. It seems to behave more as a medial verb in a

\[42\] Gzella’s response to this distribution is to consider wayyiqtol as a bound form to be an innovation which spread during the ninth century B.C.E., but only in Southern Canaan and Transjordan (i.e., in Hebrew and Moabite), rather than an earlier Northwest Semitic form (Gzella 2018). According to Kantor’s (2020, 124–26) recent work, we must not assume that the wayyiqtol was phonologically disambiguated from wayiqtol before the Second Temple Period.
clause-chaining language, rather than an independent form with a morphologically encoded tense and aspect.

If so, describing *wayyiqtol* as combining perfective aspect with past tense does not reflect its first appearances within Biblical Hebrew. This essay provides evidence pointing in a different direction: perhaps syntax, rather than semantics, would be a more helpful motivation to explain the rise of *wayyiqtol*.

4.0. References


NOTES ON THE LENGTHENED
IMPERFECT CONSECUTIVE IN LATE
BIBLICAL HEBREW

Ambjörn Sjörs

1.0. Introduction

It is widely assumed that the verb form used in the third-person volitive, i.e., jussive yiqtol, is derived from the same verbal grammatical morpheme as the verb form used in the so-called imperfect consecutive, wayyiqtol.\(^1\) This assumption is based, among other things, on the morphological identity between the jussive and the imperfect consecutive vis-à-vis the imperfective in certain stems and roots, such as III-w/y verbs. Compare, for example, the ‘full’ imperfective יִהְיֶה ‘he/it will be’ and the ‘short’ jussive יְהִי ‘let him/it be’ and imperfect consecutive וַיְהִי ‘and he/it was’. In the first person, however, the imperfect consecutive and the volitive, i.e., the cohortative, are usually distinct, at least in the earlier books of the Hebrew Bible according to the Masoretic text.

\(^1\) This investigation is a result of a research project funded by Vetenskapsrådet (The Swedish Research Council), dnr 2016-00206, and Uppsala University. I would also like to express my gratitude to the two anonymous peer reviewers for their remarks on an earlier version of this article, as well as the editors for numerous proofs.
For example, while the imperfect consecutive typically displays short forms whenever they obtain, the cohortative is characteristically lengthened by the so-called paragogic heh after the final radical: compare cohortative ʾeqṭlāʾ, imperfect consecutive wāʾeqṭōl, and imperfective ʾeqṭōl. At the same time, paragogic heh is rarely and almost never written when the final radical is either ʾ or w/y (Revell 1988, 419, n. 3), which means that in these cases the cohortative morphologically coincides with the imperfective. Thus, the ʾeqṭol form of a III-w/y verb that displays a non-short form is analysable as either lengthened or full, and, from a formal point view, volitive or imperfective, e.g., אֶרְאֶה ‘may I see’ and ‘I shall see’.

In later forms of Hebrew, in turn, paragogic heh is frequently used also in the first-person imperfect consecutive. For example, in Ecclesiastes and the core Late Biblical Hebrew (LBH) books of Esther, Daniel, Ezra, Nehemiah, and Chronicles, 59 of 116 examples of the first-person imperfect consecutive are lengthened with paragogic heh (Hornkohl 2014, 162). In the Masoretic Pentateuch, on the other hand, the corresponding numbers are only 4 out of 105. In non-biblical texts from Qumran, in turn, lengthening is determined by word order, so that ṣqṭlḥ is used as a rule in clause-initial position, whether or not preceded by w-, and whether w- is conjunctive or conversive (Qimron 1997, 198). In other words, the first-person imperfect consecutive is practically always lengthened.

2 The Great Isaiah Scroll seems to indicate the existence of different scribal practices. As is well known, 1QIsa⁸ can be divided into two parts
According to the common explanation, the use in the first-person imperfect consecutive of a verb form that looks like the cohortative is due to analogy with the use of one and the same verb form in the imperfect consecutive and the jussive in other grammatical persons. Indeed, even while the full (or lengthened) form of III-\(w/y\) verbs predominates in the first person, only three out of 269 examples are full in the third-person singular and second-person masculine singular in LBH (Hornkohl 2014, 174).

At the same time, the distribution of the first-person imperfect consecutive in LBH is at first sight not homogenous. The books of Ezra, Nehemiah, and Daniel, for example, provide evidence based on the physical layout of the manuscript (DJD 32/2, 40–41): columns i–xxvii (Isaiah 1–33) and columns xxviii–liv (Isaiah 34–66). Now, the first part of the scroll has the lengthened prefix conjugation on only two occasions (ואמרָה ‘and I said’ [Isa. 6.8, 11]) where the Masoretic text has unlengthened forms (Kutscher 1974, 326). The second part, in turn, evinces the same practice as the non-biblical texts (Qimron 1997, 178), and consistently has lengthened forms after \(w\)-. Notably, this distribution between lengthened and unlengthened forms dovetails with the distribution of other orthographic and morphological features. Thus, it is possible that the scribe of the second half of 1QIsa\(a\), or the scribe of some source text to it, applied the same principle as found in the non-biblical compositions when handling the morphology of the imperfect consecutive in the first person.

See Bergsträsser (1929, 22) and more recently Hornkohl (2014, 165–70). Lengthening of the imperfect consecutive in Qumran Hebrew may also be viewed in the light of a preference for lengthened lexemes in general, such as מְאוֹד (MT \(כָּפַד\) and מִזְמַדֵּה), see Fassberg (2003).
dence of both lengthened and unlengthened imperfect consecutive. The book of Chronicles, however, displays only unlengthened forms. Japhet (1968, 338) has suggested that the absence of the lengthened imperfect consecutive in Chronicles is indicative of “a normative linguistic principle which is applied in Chr. in contrast to all the other texts of the same period.” Polzin (1976, 54–55), in turn, has noted that the reverse could also be the case, and that the lengthened imperfect consecutive was indiscriminately used as misunderstood archaisms in Ezra and Nehemiah. Polzin (1976, 55) alternatively suggests that the situation may reflect different scribal practices: the tradition underlying the book of Chronicles was uniform and used only the unlengthened imperfect consecutive. The use of both lengthened and unlengthened forms in Ezra and Nehemiah, on the other hand, may be due to a plurality of scribal traditions.

The evidence for the imperfect consecutive in other compositions that are usually held to be late is limited. There are three attestations of the first-person imperfect consecutive in Ecclesiastes. Two of them are forms of רָאָה ‘see’ and are full (Eccl. 4.1, 7). The other verb form is lengthened (Eccl. 1.17). There are six lengthened verb forms in Ps. 119 (55, 59, 106, 131, 147, 158) and one unlengthened (52).

See also Talshir (1988, 174): “[I]t is not unlikely that the difference between Ezra–Neh. and Chronicles reflect[s] at best two different copyists.” See further Revell (1988, 423):

The use of affixed 1st person forms with waw consecutive represents, then, a syntactic or semantic development which was standardized in a post-exilic form of literary Hebrew. It is possible that some parts of the Bible were written in a Hebrew of this sort in which the standardization
The purpose of this study is to analyse the evidence for the first-person imperfect consecutive in Daniel, Ezra, Nehemiah, and Chronicles and to explain its distribution in the different texts.

2.0. Daniel

There are 25 examples of the imperfect consecutive in the first person in Daniel: two III-׳ verbs without -h, six full III-w/y verbs, one short III-w/y verb, six unlengthened verb forms of other roots, and ten lengthened forms of such verbs, see Table 1 below.⁶

Table 1: First-person imperfect consecutive in Daniel

<table>
<thead>
<tr>
<th>Verb Class</th>
<th>Chapters ‘Strong’</th>
<th>III-w/y</th>
<th>III-׳</th>
<th>Suffixed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1–12</td>
<td>10</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

On three occasions, paragogic heh is missing from ‘and I heard’ (Dan. 8.16; 10.9; 12.7), which is conspicuous in view of (Dan. 8.13). However, the absence of paragogic heh can presumably be explained as a result of the weakening of of this usage was either less complete than at Qumran, or has been obscured by later change.

Revell also suggests that the distribution of the affixed waw consecutive (the lengthened imperfect consecutive) in Nehemiah is different from the usual division based on content and style, which indicates that it must have arisen in the process of transmission.

⁶ For III-׳ verbs, see Dan. 8.3 (but cf. ‘and I lifted’ 4QDan b f16–18i+19.5 [DJD 16, 266]) and 10.5. For III-w/y verbs, see Dan. 8.2 (2x), 3, 27; 9.4; 10.5, 8.
‘ayin and subsequent assimilation of -ā. This is not entirely uncommon in the Great Isaiah Scroll from Qumran (Kutscher 1974, 507); see, e.g., אֲדוֹעַ נָא אֶלֹהֵי יָדִיעָה נָא ‘I will make known to you’ (1QIsa.a 4.16 | MT יָדִיעָה נָא | Isa. 5.5) and וַדֵּעַ ‘that we may know’ (1QIsa.a 5.6 | MT וַדֵּעַ | Isa. 5.19). Assimilation may also be at work in וַאֲפְרָה ‘and I opened my mouth and I spoke’ (Dan. 10.16). In this case, it is the weakening of het that has caused the assimilation of -ā, cf., e.g., נָגִילָה וְנִשְׁמְחָה ‘let us be glad and rejoice’ (1QIsa.a 20.8 | MT נָגִילָה וְנִשְׁמְחָה | Isa. 25.9). This kind of assimilation would at first sight be quite exceptional in Daniel, but finds support in a combination of two hypotheses, namely, that the gutturals first weakened among the educated Hellenised population (Kutscher 1974, 57–60), and that the author or a redactor of Daniel 7–12 was knowledgeable in Greek learning.\(^7\)

The remaining two unlengthened forms occur in the last verse of Dan. 8:

(1) וַאֲנִי דָּנִיֵּאל נִהְיֶֽיתִי וְנִחֱלֵ יֶֽיתִי יֵָ֔מִים וָׁאָָ֕קֹם וָׁאֱעֶשֶַ֖ה אֶת־מְלֶָ֣אכֶת הַמֶֶ֑לֶךְ וָׁאֶשְּתֹּ֣ם עַל־הַמַּרְאֶ֖ה וְאֵָ֥ין מֵבִִֽין׃

‘I, Daniel, was exhausted and sick for days. Then I started doing the king’s work. I was appalled by the vision, it was beyond understanding.’ (Dan. 8.27)

Dan. 8.27a includes the only instance of the qal verb קום in the Hebrew of Daniel. The verb used for ‘stand (up)’ everywhere else is עָָ֑מַד.\(^8\) Thus, the use of קום, as well as the absence of paragogic

---

\(^7\)The source of the theory of four successive world empires, for example, can be found in Greek historiography; see Niskanen (2004, 27–43).

\(^8\)See Kutscher (1982, 84) on the use of קָם ‘stand up’ in LBH.
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heh from it, may be explained in light of the construction וָׁאָׁק֕וּם and the fact that קוּם is grammatical rather than lexical. In a similar fashion, the use of the short form of רָׁאָׁה 'see' in וָׁאִֵ֔עֱשֶָ֖ה ‘I lifted my eyes and I saw’ (Dan. 10.5) may result from the formulaic nature of the phrase. Thus, in both examples it appears that the unlengthened verb forms are due to the fixed expressions in which they occur. As such, they are not necessarily generated by the writer’s own language use, but formed by force of habit.

The postscript in Dan. 8.27b, in turn, may be a redactional addition. Since the meaning of the vision has been sought in Dan. 8.15–16 and subsequently been expounded in Dan. 8.20–25, the statement in Dan. 8.27bb, that there was no interpreter (or perhaps ‘I was not understanding’), is contradictory (Hasslberger 1977, 15–17). It is possible, therefore, that Dan. 8.27b was added at a later stage to make a transition from Dan. 1–8 to chapters 9–12 (Kratz 2001, 100–1). This possibility is further corroborated by the use of verbs with the root שָׁמֶ" in Dan. 8.27ba, which becomes frequent in Dan. 9 (Dan. 9.17, 18, 26, 27).

3.0. Ezra

There are 23 examples of the imperfect consecutive in the first person in Ezra: one III-ʾ verb with -h (according to the ketiv) and two without it, one full III-w/y verb, 16 lengthened verb forms of other roots, and two unlengthened forms of such verbs. In one
example, the imperfect consecutive is followed by a pronominal suffix.\(^9\)

One of the two unlengthened verb forms is found in נִשָּׁב נִשָּׁים נִבְרִיָּוָת ‘We have married foreign women’ (Ezra 10.2). This example occurs in direct speech that belongs to Ezra’s third-person narrative and can perhaps be attributed to a different author or redaction than the first-person narrative. Wright (2004, 248–57), for example, suggests that Ezra 10 is the work of a later hand and that it is a secondary expansion of the first-person account. Pakkala (2004, 83–89), on the other hand, assumes that Ezra 10.2 belongs to an original third-person narrative and that the first-person accounts in Ezra 7.27–9.15 are later additions. Whatever the case may be, the use of defective spelling in הָיְּל ‘נִשָּׁב is itself exceptional in LBH, since the הָיְּל first-person imperfect consecutive has full consonantal orthography in 17 of 19 examples in Ecclesiastes, Esther, Daniel, Ezra, Nehemiah, and Chronicles (Hornkohl 2014, 160–61). The only exceptions are נִשָּׁב (Ezra 10.2) and וָאִד ‘and I said’ (1 Chr. 17.10), which is itself distinctive (see below).

The other unlengthened imperfect consecutive is found in the first-person narrative: וַנַּבְּאֵל יְרוּשָׁלֶָּם וַנַּשְּׁבַּשְׁמ יָשִּׁים שלוש נִשָּׁב ‘We came to Jerusalem and we dwelled there for three days’ (Ezra 8.32). Since Ezra 8.32 is similar to וָאִבְּאֵל יְרוּשָׁלֶָּם וַאָהִיַּשְּׁמ יָשִּׁים שלוש ‘I came to Jerusalem and I was there for three days’ (Neh. 2.11), it

\(^9\) For III-’ verbs, see Ezra 8.17 (ketiv), 21, and 32. For III-w/y verbs, see Ezra 8.15. For the imperfect consecutive with a pronominal suffix, see Ezra 8.15.
is possible that the verse in Ezra was added at a later stage, during a redactional process in which the texts of Ezra and Nehemiah were combined.

It is also possible that the application of paragogic *heh* was inhibited by the penultimate stress pattern in נָשְׁב (Ezra 8.32) (and נָשֶׁב Ezra 10.2) and that it was written without paragogic *heh* by force of habit. On this assumption, נָשְׁב was not generated by the author or the scribe at the time of writing, but memorised from previous encounters and prefabricated in the lexicon, perhaps on analogy with יָשֶׁב ‘and he sat, dwelled’, which occurs more than a hundred times in the Hebrew Bible.

4.0. Nehemiah

The book of Nehemiah is known to have an almost even number of lengthened and unlengthened verb forms (Talshir 1988, 172). However, the verb forms are not distributed evenly in the book; see Table 2.

---

10 The counts in the table exclude two instances of *qere* יהלוך for *ketiv* יהלך in Neh. 5.9 and 7.3. For lengthened verb forms in Neh. 1–4, including a III-ě verb, see Neh. 1.4; 2.1, 6, 9, 13. For III-ě verbs without paragogic *heh*, see Neh. 2.1, 2, 9, 11, 15; 4:8. For III-w/y verbs, see Neh. 1.4 (2x); 2.11, 13, 15 (2x); 3.38. For unlengthened verb forms of other roots, see Neh. 1.5; 2.3, 4, 5, 7, 12, 14, 15 (2x); 17, 18, 20 (2x); 4.3 (2x), 7 (2x), 8 (2x), 9, 13. For III-ě and III-w/y verbs in Neh. 5.1–7.5 and 12.27–47, see Neh. 5.12; 7.2, 5 (2x); 12.31. For unlengthened verb forms of other roots, see Neh. 5.7; 6.4; 7.1. For lengthened verb forms, see Neh. 5.7 (2x), 8, 13; 6.3, 8, 11, 12; 7.5; 12.31. For III-ě and III-w/y verbs in Neh. 13, see Neh. 13.7, 25. For unlengthened verb forms of other roots, see Neh. 13.15, 25. For lengthened verb forms, see Neh.
Table 2: First-person imperfect consecutive in Nehemiah

<table>
<thead>
<tr>
<th>Chapters</th>
<th>Verb Class</th>
<th>III-w/y</th>
<th>III-(3) Suffixed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>‘Strong’</td>
<td>[+h][−h]</td>
<td>[+h][−h][+h][−h]</td>
</tr>
<tr>
<td>1–4</td>
<td></td>
<td>4</td>
<td>21</td>
</tr>
<tr>
<td>5.1–7.5; 12.27–47</td>
<td>10</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>16</td>
<td>2</td>
</tr>
</tbody>
</table>

Since Williamson (1985), it is generally assumed that the Nehemiah Memoir (Neh. 1.1–7.5; 12.27–13.31) combines at least two different genres.\(^{11}\) One part of the memoir consists of a narrative that relates how Nehemiah repaired the walls of Jerusalem, and has variously been described as a building report (Hurowitz 1992, 118–24) and a court tale (Burt 2014, 120–25). There is some disagreement about which material belongs to this part, but a number of scholars conclude that at least the narrative in Neh. 1–4 belongs here.\(^{12}\) Notably, these chapters also have the highest

13.7, 8, 9 (2x), 10, 11 (2x), 13, 17 (2x), 19 (2x), 21 (2x), 22, 30. For verbs with pronominal suffixes in the Nehemiah Memoir, see Neh. 1.2; 5.12; 13.11 (2x), 25 (3x), 28.

\(^{11}\) See already Mowinckel (1964, 68–74), who characterised significant portions of the book of Nehemiah as enumeration (Aufzählung), but noted that Neh. 1–2 separates itself as an introductory narrative (Erzählung).

\(^{12}\) On the basis of Northwest Semitic building inscriptions, Hurowitz (1992, 118–24) classifies the following parts as Nehemiah’s building report: (a) Neh. 1.1–2.8 (the decision to build), (b) Neh. 2.9–20 (preparations), (c) Neh. 3 (description of the building), and (d) Neh. 7.1–5a; 11.1–2; 12.27–43 (dedication rites). Burt (2014, 137) characterises Neh. 1–4 as a foreign court narrative in which the action is propelled by the conflicts among courtiers. Indeed, a number of important events
concentration of the unlengthened imperfect consecutive. Furthermore, Neh. 1–4 is characterised by certain archaic or archaising features, such as the frequent use of וַיְהִי before time determinations (Neh. 1.1, 4; 2.1; 3.33; 4.1, 6, 9, 10) and the use of the short form in the first-person imperfect consecutive of III-w/y verbs (Neh. 1.4; 2.11, 13, 15 [2x]; Neh. 4.8).\(^{13}\) Indeed, among 25 examples of the first-person imperfect consecutive of III-w/y verbs in Ecclesiastes, Esther, Daniel, Ezra, Nehemiah, and Chronicles, the short form is only found here and in Dan. 10.5 (see above, §2.0).

The other part is not immediately concerned with the building project and is characterised by the occurrences of so-called remembrance formulae, e.g., זָכְרָה לֵּא לֵּא אֱלֹהַָ֖י ‘Remember me, my God’ (Neh. 5.19) and זָכְרָה לְהָָ֥ם אֱלֹהֶָּׁ֑י ‘Remember them, my God’ (Neh. 13.29), which express Nehemiah’s concern for how he or his enemies should be remembered by God; see also Neh. 6.14;

\(^{13}\) Introductory וַיְיֵשׁ is also found in Neh. 6.1, 16; 7.1; 13.3, 19. At the same time, it is notably not used before time determinations on four occasions in Neh. 13 (vv. 1, 6, 15, 21).
The remembrance formula has parallels in commemorative votive inscriptions in Aramaic, Akkadian, Egyptian, and Persian and, on the basis of these parallels, it has been suggested that at least Neh. 5 and 13 belong to a genre of Ancient Near Eastern memorial texts (Von Rad 1964; Burt 2014, 108–11).

Now, the remembrance formula in Nehemiah occurs as a retrospective conclusion of shorter episodic units, and it is precisely in these narrative units that most of the examples of the lengthened imperfect consecutive are found. In other words, these units are composed in a style in which the lengthened imperfect consecutive was used as a rule. It is less clear whether the distribution of the lengthened forms can be explained as a function of genre or whether they should be attributed to a different author or redaction. For its part, Neh. 13, in which most

---

14 As shown by Shulman (1996, 65–84) and Fassberg (1999), the so-called lengthened imperative is used when the action of the verb is directed towards the speaker or for the benefit thereof. However, such a meaning does not appear to be present in the lengthened imperative in Neh. 13.29. It rather looks like the verb form is used in imitation of Classical Biblical Hebrew (CBH); see Joosten (1999, 156–57).

15 Notably, many of the LBH features discussed by Polzin (1976, 73) are found only in Neh. 5 and 13, such as the plural form מִשְׁעַת ‘times’ (Neh. 13.31), reduplication with syndeton for plurality (Neh. 13.24), and the appositional order ‘weighed or measured + weight or measure (+ number)’ (Neh. 5.15).

16 Zahn (2017, 197–99) has argued for the influence of genre on the morphology and orthography in texts found at Qumran, noting that many parabiblical or apocryphal texts are written with the kind of spelling associated with Ezekiel and Jeremiah, rather than according to the so-called Qumran Scribal Practice; see also Tigchelaar (2010, 204).
examples of the remembrance formula are found, may belong to a different author or redaction altogether.\textsuperscript{17} Indeed, Corwin (1909, 47–48) noted long ago, even without referring to the use of the lengthened imperfect consecutive, that Neh. 13 and Neh. 1–7.5 differ on a number of syntactical points.\textsuperscript{18}

Thus, most examples of the lengthened imperfect consecutive are found in coherent units concluded by the remembrance formula, and may belong to an author or redaction different from that of Neh. 1–4.

\textsuperscript{17}Williamson (1985, xxvii–xxviii), for example, suggests that the memoir can be divided into two layers: Nehemiah first wrote a building report in connection to the construction of the wall, and later updated it by adding various paragraphs in a different style. Wright (2004, 323–78) agrees that at least Neh. 13.4–14 is more recent than the rest of the memoir. Pakkala (2004, 212–24), in turn, assumes that all of Neh. 13.4–22 is later.

\textsuperscript{18}One finds, for instance, narrative q\textit{a\texttablefootnote{\textit{q\textit{a\textit{t}al}}} with conjunctive we- twice in chapter 13 (vv. 1, 30), but never in chapters 1–7. Likewise, wayyiq\textit{t}ol is twice used as an object clause after אָמַר ‘say, order’ in chapter 13 (vv. 9, 19), but never in Neh. 1–7. Finally, liq\textit{t}ol is used in a circumstantial clause on four occasions in chapter 13 (vv. 7, 13, 27 [2x]), but never in chapters 1–7. Notably, the same modes of expression are common in Chronicles. Chapter 5, in turn, shares with Neh. 13 the use of partitive מִן (Neh. 5.5; 13.19, 25, 28) and adverbs of time formed with לֹ- (Neh. 5.18; 13.6) against the rest of the memoir. Corwin (1909, 50) suggests that these features in Neh. 5 may belong to the Chronicler’s redaction, and also notes that the construction \textit{ad sensum} with a plural verb form before בֹּרֶךְ ‘assembly’ (Neh. 5.13b), as well as the use of לְחֹרְבֵה (Neh. 5.18), are distinctive characteristics of Chronicles; see, e.g., 1 Chron. 29.20; 2 Chron. 29.31 and 2 Chron. 11.12; 16.8, respectively.
5.0. Chronicles

In Chronicles there are ten examples of the first-person imperfect consecutive. However, all of these examples occur in passages that have parallels in Samuel and Kings.

The first-person imperfect consecutive of verbs III-\( w/y \) has the full form in both Chronicles and the parallel texts, see וָּאֶהְיֶֹּ֛ה ‘and I have been’ (1 Chron. 17.5 || 2 Sam. 7.6), וָּאֶהְיֶָּ֣ה ‘and I have been’ (1 Chron. 17.8 || 2 Sam. 7.9), and וִָֽׁאֶבְנֶָּ֣ה ‘and I have built’ (2 Chron. 6.10 || 1 Kgs 8.20). The first-person imperfect consecutive in qal verbs II-\( w/y \), in turn, is spelled with vowel letters in two examples, even when the parallel text in MT Kings has defective spelling; see וָׁאָׁק֡וּם ‘and I have arisen’ (2 Chron. 6.10 || וָׁאָּקָּם 1 Kgs 8.20) and וָׁאָׁשִָ֥ים ‘and I have placed’ (2 Chron. 6.11 || וָׁאָּשִָּׁ֛ם 1 Kgs 8.21). This is in accordance with LBH orthographical practice (Hornkohl 2014, 160–61).

At one point, wa’eqtol in Chronicles corresponds to weqatal in the parallel verse in MT Samuel: וָּאַגִָּ֣ד ‘and I hereby tell’ (1 Chron. 17.10 || וְהִגִֵ֤יד ‘and he tells’ 2 Sam. 7.11). At present it seems impossible to know whether the reading in Chronicles belongs to the Chronicler’s own creativity, or whether it represents the faithful transmission of an otherwise unknown source text.

---

19 Since there is no evidence for first-person imperfect consecutive of roots III-\( w/y \) in the Chronicler’s independent composition, nothing can be said with certainty about his own usage at this point (Japhet 1968, 335, n. 1). It is significant, however, that the Chronicler shortens the imperfect consecutive of verbs III-\( w/y \) in the second and third person (Japhet 1968, 335–36), e.g., qere וַיַּאֲרָּ֣בְּךָ ketiv וַיִּאָּרֶּ֣בְּךָ ‘and (David) yearned’ (1 Chron. 11.17 || וַיִּאֲרְבּוּ 2 Sam. 23.15).
However, the defective spelling of וָׁאַגִָ֣ד points in the latter direction, since the first-person imperfect consecutive in *hif’il* has full orthography in 17 out of 19 examples in Ecclesiastes, Esther, Daniel, Ezra, Nehemiah, and Chronicles (Hornkohl 2014, 160–61). The only exceptions are וָׁאַגִָ֣ד (1 Chron. 17.10) and וַנֶּשֶׁר (Ezra 10.2; see above, §3.0).

Another example of *wa’eqtol* occurs in a text that has no parallel in other MT books, but for which the Chronicler’s source can be reconstructed based on other witnesses. Compare:

(2a) וָׁאֶבְחַָּ֣ר בִירָּם לִהְיָ֥וֹת שְּמִָ֖ם וָׁאֶבְחַָּ֣ר בְדִָ֔יד לִהְיָ֖וֹת עַל־עַמִָ֥י יִשְּׁרָֽאֵל׃

‘I chose Jerusalem for my Name to be there and I chose David to be over my people, Israel.’ (2 Chron. 6.6)

(2b) וָׁאֶבְחַָּ֣ר בְדִָ֔יד לִִֽהְיָ֖וֹת עַל־עַמִָ֥י יִשְּׁרָֽאֵל׃

‘...and I chose David to be over my people, Israel.’ (1 Kgs 18.6b)

While 1 Kgs 8.16b corresponds to 2 Chron. 6.6b, there is no corresponding material to 2 Chron. 6.6a in the MT of 1 Kings. However, the Old Greek version of 1 Kgs 8.16 and the column width of 4QKgs f7 (DJD 14, 177) presuppose the text of the Chronicler’s transmission. Thus, the absence of the text corresponding to 2 Chron. 6.6a in MT 1 Kgs 8.16 presumably results from homoeoteleuton with 1 Kgs 8.16b. In other words, the use of וָׁאֶבְחַָּ֣ר in 2 Chron. 6.6 cannot be ascribed to the Chronicler’s own composition.

At another point, an unlengthened verb form in Chronicles corresponds to a lengthened verb form in the synoptic verse according to the MT; compare וָׁאַכְרִָ֥ית ‘and I have cut off’ (1 Chron. 17.8) and וָׁאַכְרִָ֥תָׁה (2 Sam. 7.9). It is not impossible, however, that
the Chronicler’s source was different from MT Samuel, so that the difference is merely coincidental. To be sure, disagreement over paragogic heh is found in other synoptic verses in the MT. Thus, the absence of paragogic heh in תָּאַכְרִָ֥ית (1 Chron. 17.8), despite its presence in תָּאַכְרִָ֥תָה (2 Sam. 7.9), is not conclusive evidence of the Chronicler’s own perceived rule of language-usage prescription.

6.0. The Non-Past Prefix Conjugation

It was noted in the introduction that the short form of the imperfect consecutive is normally used when it obtains in the third-person singular and second masculine singular. Now, Qimron (1986–1987) has shown that when the prefix conjugation refers to the non-past in LBH, the short form is also frequently used after wə-, even when indicative mood is expected, and where weqatal would be used in CBH, e.g., וֹוּכְעָׁמְד תִשָׁבֵָּ֣ר מַלְכוּתִ֔וֹ וְתֵחָׁ֕ץ לְאַרְבַָ֖ע רוּחָּ֣וֹת הַשָׁמֶָּׁ֑יִם... ‘As he rises, his kingdom will be broken and divided to the four winds of heaven...’ (Dan. 11.4a). As noted by Joosten (1999, 158) in connection with this example, the verb form תִשָׁבֵָּ֣ר may have the same function here as תִשָׁבֵָּ֣ר, and so the use of a short verb form instead of imperfective תַחְשֵׁר should be understood as a pseudo-classicism, i.e., an expression known from classical usage that demonstrates a reanalysis on part of the post-classical author: “The authors of post-classical texts appear to have noted that CBH tends to use the short form following waw, without paying attention to the distinct function expressed by the


20 Note, for example, Isa. 37.24 || 2 Kgs 19.23; Ps. 18.24 || 2 Sam. 22.24; Ps. 18.38 || 2 Sam. 22.38; 1 Chron. 21.13 || 2 Sam. 24.14; 2 Sam. 22.50 || Ps. 18.50; 2 Sam. 10.12 || 1 Chron. 19.13.
form.” The generalised use of such pseudo-classicisms presupposes a literary standard rather than the idiosyncratic use of an individual author, and shows that pseudo-rules were taught in a school setting to those who became the authors of post-classical literature (Joosten 1999, 156).

A similar case can be made for the distribution of the prefix conjugation referring to the non-past in the first person. The book of Nehemiah includes 16 examples of such verb forms that are not followed by a pronominal suffix and in which the final radical is not ʾ or w/y. All verb forms that are non-initial are unlengthened (Neh. 1.8; 2.20; 4.4; 5.12; 6.3; 13.21) and all verb forms that are syndetic with wə- are lengthened (Neh. 5.2 [2x], 3; 6.2, 7, 10). This distribution is in agreement with CBH, where the cohortative and imperfective as a rule are used in initial and non-initial position, respectively. Notably, however, there are three

---

21 For III-ʾ verbs, see Neh. 2.7, 8; 4.5; 6.11, 13; 10.38. For III-w/y verbs, excluding two examples with pronominal suffixes, see Neh. 2.17 (2x); 5.2, 12; 6.13. For verb forms with pronominal suffixes, see Neh. 1.9; 2.5; 6.3. In the book of Ezra, there are six examples of the prefix conjugation referring to the non-past in the first person. Two examples involve III-w/y verbs and both are full, in initial (Ezra 4.2) as well as non-initial (Ezra 4.3) position. In another four examples, the verb form is non-initial and unlengthened (Ezra 4.2; 9.10, 14; 10.3). There are six examples of the prefix conjugation referring to the non-past in the first person in Daniel. Two verb forms are syndetic and lengthened/full (Dan. 1.12 [2x]). The other verb forms are non-initial and unlengthened (Dan. 10.20, 21; 11.2; 12.8).

22 See Shulman (1996, 248) regarding the distribution of the cohortative in clause-initial position.
verb forms that are asyndetic but clause-initial, and they are unlengthened, e.g., יִשָּׂעֵד אֶל־בֵּית הָאֱלֹהִים אֶל־תָּוֹךְ הִכִּל וְנִסְגְּרָה דַלְתָּוֹת הַהֵיכִל... ‘...He said, Let us meet in the house of the Lord, in the midst of the temple, and let us shut the doors of the temple...’ (Neh. 6.10ba). To be sure, one also finds unlengthened verb forms in clause-initial position in the Pentateuch and the Former Prophets, e.g., אֲרַדְתָּ אָשִּׁיר ‘I shall pursue, I shall overtake’ (Exod. 15.9), where the full form of אָשִּׁיר here indicates that such unlengthened verb forms should be parsed as imperfective. It cannot be ruled out that the imperfective is intended in יִשָּׂעֵד, too, but it is also possible that it is volitive in meaning and coordinated with וְנִסְגְּרָה, compare לְכָּה וְנִשְׁעֲדָה ‘Come and let us meet’ (Neh. 6.2). Thus, this distribution may reflect a literary standard in which unlengthened verb forms were used in asyndetic position, whether volitive or imperfective, while lengthened verb forms were used after וּאֵ-.

23 See also Neh. 2.18 and 5.12. In fact, the only lengthened clause-initial verb form is followed by -nâ, which never occurs after unlengthened verb forms in the first person when the final radical is not ʾ or w/y.

24 See also Gen. 30.31, 32; Deut. 32.41, 42. To be sure, there are very few examples of non-past ʾeqtôl that also display the morphology of the short prefix conjugation (Bergsträsser 1929, 21). In qal II-w/y and hifʿil verbs, for example, ʾeqtōl regularly displays the morphology of the imperfective even in clause-initial position. In other words, it appears that there is no contrastive opposition between ʾeqtôl and volitive ʾeqtôl < *ʾaqtul, but between ʾeqtôl and imperfective ʾeqtôl < *ʾaqtulu.
7.0. Conclusions

The literary language of LBH compositions reflects a standard in which the first-person imperfect consecutive is lengthened.

Daniel and Ezra use the lengthened imperfect consecutive as a rule. A few examples of the unlengthened form in Daniel can be explained as the result of assimilation processes after ‘ayin and het. Other times it appears that the author or a scribe resorts to the unlengthened verb form when writing formulaic language (Dan. 8.27a and 10.5). In וַנֵָ֥שֶב ‘and we remained’ (Ezra 8.32) and וַנֹּ֛שֶב ‘and we have married’ (Ezra 10.2), in turn, it seems that the author or a scribe falls back on the unlengthened form when stress falls on the penultimate syllable. All these verb forms may have been retrieved whole from the lexicon at the time of writing rather than being subjected to analysis in accordance with the prescriptions of language-usage grammar.

In the Nehemiah Memoir, most lengthened verb forms are found in those memorial texts that conclude with the so-called remembrance formula in chapters 5–6 and 13. The court narrative in Neh. 1–4, in turn, is characterised by the use of unlengthened verb forms. In light of the short forms of III-w/y verbs in these chapters, this may be viewed as a successful imitation of the use in pre-exilic Biblical Hebrew when handling the morphology of the first-person imperfect consecutive. It is less clear whether the distribution of lengthened/full and unlengthened/short verb forms can be explained as a function of different genres or whether they should be attributed to different authors or redactions.
The absence of the lengthened imperfect consecutive from Chronicles cannot be used as evidence for the use of unlengthened verb forms in original LBH literary compositions, because all examples of the imperfect consecutive occur in passages that have parallels in MT Samuel and Kings, and only one example, 1 Chron. 17.8, corresponds to a lengthened imperfect consecutive in the parallel MT text, i.e., 2 Sam. 7.9. Nevertheless, since other synoptic verses in the MT sometimes disagree on the use of paragogic heh, it cannot be ruled out that the Chronicler had an unlengthened verb form in his source text.

According to one explanation, the use of the lengthened verb form in the first-person imperfect consecutive in LBH is formed on analogy with the use of one and the same verb form in the imperfect consecutive and the jussive in other grammatical persons. Alternatively, lengthening may have been introduced in order to maintain a distinction between the syndetic imperfective and imperfect consecutive, which presumably had coincided in their pronunciation. Such a formation does not, however, result from a natural development in spoken language. On the contrary, the use of the lengthened imperfect consecutive may reflect a generalised pseudo-classicism of a literary standard that developed in the Second Temple Period.
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In this paper I shall make a typological comparison between the Biblical Hebrew ‘consecutive’ forms weqāṭal and wayyiqtol and verbal forms expressing discourse dependency in Neo-Semitic and various non-Semitic languages. In particular I shall be concerned with the insights these typological parallels may give us into the possible historical background and development of the Hebrew forms. It is becoming increasingly recognised that language typology is an important tool for assessing and enlightening the study of historical linguistic change (Shields 2010; Pat-El 2020).

The paper is organised as follows. §1.0 presents the comparative data, with a particular focus on discourse dependent verbal forms in Neo-Aramaic. In §2.0 and §3.0 I examine the Biblical Hebrew consecutive weqāṭal and wayyiqtol, respectively, in the
light of these parallels. This is followed by a concluding discussion concerning the coding of discourse dependency.\(^1\)

1.0. Discourse Dependency in Neo-Semitic

In some Neo-Semitic languages certain forms of verb are used to signal that the predicate of the clause they occur in continues in some way the preceding discourse. This continuation is typically either temporal sequence or some kind of elaboration, and is referred to here by the generic term ‘discourse dependency’.

In this section I shall focus in particular on verbal forms expressing discourse dependency in Neo-Aramaic dialects. I have presented a detailed study of this phenomenon in Neo-Aramaic in a recent paper (Khan 2021) and here I shall give only a brief overview.

1.1. Future and Discourse Dependent in Neo-Aramaic

In many North-Eastern Neo-Aramaic (NENA) dialects future events are expressed by a construction with the form *baṭ-qatəl*. This consists of a preverbal element *baṭ*, which is a grammaticalised and phonetically reduced volitional verb ‘he wants to’, followed by a verb form that is historically an active participle but now functions as a subjunctive. In normal fast speech the *baṭ*-element generally undergoes further phonetic reduction. In addition to expressing the future in main clauses, both a deontic fu-\\

\(^1\) I am grateful to the comments on an original draft of this paper by Aaron Hornkohl, Ivri Bunis, and my graduate students, which helped improve it.
uture expressing intention (e.g., ‘I shall go’) and an epistemic predictive future (e.g., ‘he will go’), the form is used in the apodosis of conditional constructions, e.g.,

(1) ʾən-kpîn-nî,| ʾəxln-ne.| ʿif-hunger.pfv-1s fut-eat.sbjv.1ms-3ms
‘If I am hungry, I shall eat.’ (A23:5)

In conditional constructions such as (1), the apodosis with the ḫēt-qaṭal form is dependent syntactically on the preceding protasis. The ḫēt-qaṭal form is sometimes used outside of conditional constructions in clauses that are more loosely dependent on the preceding discourse. Various types of such discourse dependency are attested. In some cases the form expresses events that are temporally sequential to what precedes (2). In many cases, however, the form does not express temporal sequentiality, but only some kind of relevance to a preceding clause, typically elaboration (3):

(2) bāθər ʾéda gɔra| ... ʾiθena| ʾédøt sulàqa.| ʿafter festival big there.is festival.of ascension xàrθa| t-áθe xáʾeđa xréna zɔra,| ʿafterwards fut-come.sbjv.3ms one-festival other small y-amřle ʾédøt musārde.| ʿhab-say.ipfv festival.of musarde
‘After the Great Festival … the festival of Ascension takes place. … Afterwards comes a small festival, which is called musarde.’ (B6:5–8)

(3) bāwθə Ninwāy| ʾáp-ʾay ʾıtwə.| ʿpetition.of Ninevites also-it.3fs there.was
The Rogation of the Ninevites was also observed (in our community). They would fast during it. **They would say** (concerning this) “The cocks and the chickens, and also the small lowly creatures (should observe the fast).” (B16:15)

When the *bêt-qatât* form has this discourse dependency function, it generally expresses habitual events, as is the case in the examples above. The construction, however, is sporadically used in narratives, where it refers to specific events that are dependent on, and typically sequential to, what precedes, e.g.,

(4) ʾórbe máxe  l-ḡdāde, | ṭ-ázi

sheep strike.sbjv.3ms to-each other fut-go.sbjv.3pl

xa-ỳatra | ʾal-salīqə zórna, | máxe  zórna

a-while on-tune.of pipe strike.sbjv.3ms pipe

xa-salīqa xêنا, ʾórbe b-ðeri, | b-ganèy, | one-tune other sheep fut-return.sbjv.3pl by-themselves

‘He gathered the sheep together and they went off for a while according to the tune of the pipe. He played another tune on the pipe and the sheep returned by themselves.’ (A25:27)

Following the temporal analysis proposed by Reichenbach (1947), we should be careful to distinguish event time (E), speech time (S), and the temporal reference time (R). Reichenbach’s
The original system has undergone various modifications in more recent research, but the ‘neo-Reichenbachian’ approaches still distinguish these three components of analysis. The reference time (R), sometimes referred to as the ‘evaluation time’ (Hatav 2012), is the contextual temporal anchor to which the future verb form relates. One may say that the future form is temporally ‘bound’ to this anchor (Hatav 2012). According to a Reichenbachian system of temporal analysis, in future constructions in main clauses and in apodoses the event time (E) is posterior to the reference time (R), which can be represented R—E. In the case of the future function, the reference time overlaps with speech time (S), i.e., the contextual temporal anchor is the speech situation. This can be represented R,S—E. For the *bət-qatəl* form in the apodosis of conditional constructions, however, the reference time is that of the eventuality expressed in the protasis clause. In such cases the *bət-qatəl* form expresses an eventuality that is posterior to this reference time, but this reference time does not necessarily overlap with speech time. It is important to note that the reference time in these various constructions has different locations. In the future constructions the reference time is internal, i.e., it coincides with the utterance of the clause. The reference time of the verb of the apodosis, however, is external to the clause and is located in the preceding protasis clause.

I have argued (Khan 2021) that the discourse dependency habitual function of *bət-qatəl* developed by extension of its use in apodosis clauses. The habitual meaning of the discourse dependent *bət-qatəl* form most likely arises from a retention of the contingent semantics of a conditional apodosis.
1.2. Narrative Subjunctive in Neo-Aramaic

In some NENA dialects the subjunctive form of the verb is used in narratives as a perfective sequential form. It typically continues an event or events that are expressed by a narrative past verbal form, e.g.,

C. Barwar

(5) ʾáp ʾaw-léle xéna qìmla,l sáʾet ťláθa  
also that-night other rise.pfv.3fs hour.of three  
b-lèle, l šárya bănúda diya,l ʾu-ʾázā  
at-night untie.sbjv.3fs bands.her of.her and-go.sbjv.3fs  
ʾáxla xá-brona xéna ʾu-dèra,l  
eat.sbjv.3fs one-son other and-return.sbjv.3fs  
dàmxa,l páθxa târa,l dàmxa  
sleep.sbjv.3fs open.sbjv.3fs door sleep.sbjv.3fs  
gu-dudiya,l  
in-cradle  
‘Also the next night she got up, at three o’clock in the morning, untied her bands, went and ate another child, then returned and went to sleep. She opened the door and went to sleep in the cradle.’ (A18:5–6)

This construction is predominantly used to express perfective events in narrative, but sporadically the subjunctive form is used as a sequential habitual:

C. Barwar

(6) ʾu-máxa xa-mášxa gu-be-ʾéne diye,l  
and-put.sbjv.3pl one-oil in-place.of-eyes.his of.him
I argued (Khan 2021) that the narrative subjunctive *qaṭal* form is a modal subjunctive, which has been extended from its use in subordinate clauses, in particular, purpose clauses. Constructions that are used to express purpose are also used as result clauses, i.e., they express the result of a preceding action. Such result clauses appear to have developed from the common implicature of purpose clauses that the event took place, especially after verbs of movement, e.g., *I went to buy some bread* has the implicature that I did in fact buy bread (Schmidtke-Bode 2009, 178). This conventionalisation of an implicature as the expression of a real event that is reflected in result clauses is likely to have been the pathway of development also of dependent narrative subjunctive forms.

### 1.3. Elsewhere in Semitic and Beyond

Within Semitic one can find some parallels to the discourse dependent forms of NENA. Owens (2018) argues that the preverbal particle *b*- that is found in a variety of Arabic dialects originates in the deontic verb *bağa* ‘to want’ (cognate with Aramaic *baʾe*). What is of interest is that, although it has retained its deontic or modal sense in some dialects of the Gulf, in other dialects it has developed into an indicative (e.g., Levant). The missing link, Owens claims, is its use in Nigerian Arabic to express what he calls
‘propositional adjacency’, which corresponds to what I call here discourse dependency.

The indicative preverbal particle ka- in Moroccan Arabic appears to have its origin in the modal use of the auxiliary verb kān in conditional clauses (Corriente 1977, 140–41; Stewart 1998, 111–12; Hanitsch 2019, 256–58). This also, therefore, may have followed a similar pathway of development as NENA bāt-qatāl.

Tsukanova (2008) has identified the use of dependent subjunctive forms containing the modal auxiliary čān in Gulf Arabic as a continuative form in narratives.

Parallels to such discourse dependent verbal forms have been documented in a variety of languages outside of Semitic. Numerous languages of Africa have special verbal forms for the expression of continuity in discourse. These are used, for example, for the chaining of clauses in narratives and descriptions of habitual procedures. This continuity may be temporal sequence or elaboration. Such forms are often identical to forms that express modal subordination in subordinate clauses and so have been referred to as narrative subjunctives (R. Carlson 1992; Seidel 2015, 180). In some African languages the consecutive forms can be used independently of preceding discourse as a future or modal form denoting an unrealised action (e.g., Seidel 2015, 186). Historical reconstructions of Oceanic languages have

---

2 Verbal forms of this type in numerous African languages are discussed in the papers of the volume edited by Payne and Shirtz (2015). See also Palmer (1986, 204–7), Longacre (1990), and Persohn (2017, §7.1).
revealed connections between narrative continuity devices and future verbal forms (Lichtenberk 2014).

English habitual constructions containing the auxiliary *would* also furnish a possible typological parallel. It has been observed that such habituals have a similar dependency on situations established in the context (by a preceding clause or time adverbial), e.g., Carlson and Spejewski (1997) and Boneh and Doron (2013), who refer to this as ‘modal subordination’. A habitual sentence *used to*, on the other hand, has no such dependency. In a description of habitual events *used to* may be employed in the first clause, whereas *would* is felicitous only in subsequent clauses, e.g., *My grandmother used to make delicious apple pies. She would go to the orchard to pick the apples herself* (adapted from Carlson and Spejewski 1997, 102).

2.0. Biblical Hebrew Consecutive *weqāṭal*

The historical development and function of the consecutive *weqāṭal* of Biblical Hebrew appears to parallel very closely that of the NENA *bêt-qaṭal* form. It has already been proposed by several scholars that the construction had its historical origins in Northwest Semitic conditional constructions (Smith 2009, 6–15). In the El-Amarna documents the suffix conjugation with future meaning is mostly restricted to conditional constructions. It is attested in the apodosis, which is normally preceded by the connective *u* (Rainey 1996, II:358–62; Baranowski 2016b, 173–78). According to Moran (1961, 64–65) this represents the closest semantic and syntactic antecedent to Biblical Hebrew future *weqāṭal*. The same applies to Ugaritic, where clear cases of *w* +
the suffix conjugation with a future meaning are restricted to the apodosis of conditional clauses or semantically related contexts (Sivan 1998, 92; Tropper 2000, 716–17). Similarly, future uses of the suffix conjugation in contexts of a conditional type are found also in Phoenician and Punic (Krahmalkov 1986). Elsewhere in Central Semitic one may compare this to the use of the qatala form in Arabic in conditional constructions, e.g., ʾin faʿalta đālika halakta ‘If you do that, you will perish’ (W. Wright 1898, 15).

In Biblical Hebrew weqatal with a future meaning is frequently used in the apodosis of conditional constructions:

\[ \text{ואפריאלו סה להו קש והיו בויבי שירה קשע לום הוהי אלי אני להו יוהי נרה שמה יוהי מלך יוהי ויהי והי תמוה שערת חם ויהי מלך יוהי׃} \]

‘If this people go up to offer sacrifices in the house of the LORD at Jerusalem, then the heart of this people will turn again to their lord, to Rehoboam king of Judah, and they will kill me and will return to Rehoboam king of Judah.’ (1 Kgs 12.27)

The use of a past form to denote possible future events in conditional constructions in other Northwest Semitic languages and Arabic expresses contingent possibility rather than past time reference. The apodosis is modal. The modality has various parameters. It can be identified as including epistemic modality, in

---

3 The topic–comment type of constructions cited by Krahmalkov as examples of future we-qatal are semantically close to conditional constructions; cf. Haiman (1978) and Ebert et al. (2014).
that it involves judgement about the factual status of the proposition (Palmer 2001, 8). The contingency and dependence of the apodosis can be referred to as ‘contingent modality’.4

The two main meanings of the Biblical Hebrew consecutive weqatal outside of conditional constructions are dependent/sequential future (8)–(11) and habitual (12)–(15):

(8) וְכִי־רָאָה אָבֹתָם אֲשֶׁר־הָיוּ אָבֶדֶת אֲשֶׁר־הָיוּ אָבֶדֶת ‘When the Egyptians see you, they will say “This is his wife,” and they will kill me...’ (Gen. 12.12)

(9) וְהָנַּר שָא־רֶם בָּכָם וְהֲרָגָ֥וּנִי עַל־דְּבַר אֲשֶׂר־יָֽה׃ ‘And David said to Saul, “Let no man’s heart fail on account of him; your servant will go and will fight with this Philistine.”’ (1 Sam. 17.32)

(10) רַַ֚ק אֵין־י רְאֶַ֣ת אֱלֹהִ֣ים בַּמָ֝קָֽוֹם הַזָּ֣ה וַהֲרָגָ֜וּנִי עַל־דְּבַר אֲשֶׂר־יָֽה׃ ‘But there is no fear of God in this place and they will kill me because of my wife.’ (Gen. 20.11)

(11) וְהָנַּר שָא־רֶם בָּכָם וְהֲרָגָ֥וּנִי עַל־דְּבַר אֲשֶׂר־יָֽה׃ ‘As for those of you who may be left, I will bring weakness into their hearts in the lands of their enemies...’ (Lev. 26.36)

(12) וְאֵָ֖ד יִַֽעֲל ֶ֣ה מְעַן־הָאָָ֑רֶץ וְה שְְׁקָָ֖ה אֶת־כָּל־פְנִֵֽי־הִָֽאֲדָמִָֽה׃ ‘A mist used to go up from the earth and would water the whole face of the ground.’ (Gen. 2.6)

4 This is the term used by Cook (2012, 250) and Robar (2015, 146) to refer to the modality of conditional constructions.
‘And all the flocks would gather there, and they would roll the stone from the mouth of the well, and they would water the sheep, and they would put back the stone in its place on the mouth of the well.’ (Gen. 29.3)

‘Seraphim stood above Him, each having six wings; with two he covered his face, and with two he covered his feet, and with two he flew. And one would call out to another and would say “Holy, Holy, Holy, is the LORD of hosts. The whole earth is full of His glory.”’ (Isa. 6.2–3)

‘Do you steal, murder, and commit adultery,… then you come and stand before Me in this house…?’ (Jer. 7.9–10)

Although there has been recognition of the historical origin of consecutive weqatal in conditional constructions, as far as I am aware, no model that satisfactorily explains such a historical development has been proposed. I shall argue here that the development could be explained using the model of construction grammar, whereby linguistic change takes place through cognitive schematisation of constructions (e.g., Langacker 1987; Fillmore, Kay, and O’Connor 1988; Goldberg 1995, 2006; Bybee 2010). Such change involves extensions of components of a particular construction with a particular linear structure by a process of substituting items with a semantic resemblance or association, thereby making the slots of the components more schematic, i.e., abstract. Another feature of the extension of constructions is their
incorporation of pragmatic associations and implicatures into their meaning (Bybee 2010, 48). An example of this process of extension of constructions that is often cited (e.g., Bybee 2010, 55; 2015, 124) is the development of future constructions consisting of movement verbs, e.g., English *he is going to eat*. This originated as a construction that expressed real physical movement of an animate agentive subject, but it became schematised as SUBJECT + BE + going to + VERB, whereby any subject or verb could fill the subject or infinitive slots adjacent to the substantive core *going to*. Moreover, when used in the third person, although it originally expressed an intention, it implied that the predicate would be carried out. This implicature became conventionalised in the construction and so its meaning was extended to include prediction, e.g., *The branch is going to fall*.

The distribution of *weqaṭal* reflects a variety of schematisation.

In a context such as (8), in which the *weqaṭal* form follows a subordinate temporal clause, we may say that the construction of the conditional apodosis has been extended to verbs expressing events that are presupposed to take place, while retaining the reference time of the verb in the preceding clause and so expressing temporal sequentiality. In example (9) the *weqaṭal* expresses an event that is future relative to that expressed by the verb in the preceding clause. Here too, therefore, its reference time is in the preceding clause.

In a context such as (10) the temporal reference point of the apodosis that was in the preceding protasis clause has been schematised to being a more abstract cognitive reference point,
referring to the general situation rather than specifically to a point in time. The *weqaṭal* predication, therefore, is cognitively, but not necessarily temporally, bound to this preceding point. It is linked to it through discourse coherence analogous to a topic–comment relationship. This does not mean that the topical situation itself may not have a reference time, but rather the *weqaṭal* form no longer expresses temporal posteriority to this reference time, but rather communicative posteriority to the more abstract topical situation, i.e., topical reference point–comment. This is seen clearly in a context such as (11), in which the *weqaṭal* clause is a comment on a preceding topical entity rather than on a situation expressed by a proposition. In (10) and (11) the *weqaṭal* form has a future time reference, and so the event time is posterior to the reference time (R—E), but its reference point is internal to the clause and is not situated in the preceding clause as in a conditional construction or in a construction such as (8). This distinction is referred to by Hatav (2012) as local versus long distance temporal binding of tenses. As with contexts such as (8) and (9), so in (10) and (11), the contingent element of the conditional apodosis has been lost. Examples such as (10)–(11), therefore, have retained the future of the apodosis, but lost the long distance temporal binding and the contingency of the apodosis.

The habitual use of *weqaṭal* seen in (12)–(15), which *prima facie* may seem furthest from the original function of the *qatāl* form in a conditional apodosis, can also be explained as having arisen by schematisation of the conditional construction. As we have seen, there is a typological parallel for this in the habitual
discourse dependent *bət-qataš* form of NENA. In such cases the contingent feature of the verb of the apodosis has been retained, whereas the future time reference has been lost.

The habitual meaning of the discourse dependent *weqašal* form arises from this retention of the contingent semantics of a conditional apodosis. Verbs expressing habituality present an event as a characterising property of an individual, which occurs on the majority of occasions during a particular time interval (*he usually visits us every week*). Habitual predications are not completely “lawlike” (Dahl 1985, 97) and are contingent on circumstances (*he usually visits us every week, but he did not come last week because he was ill*). A habitual predicate is imperfective in aspect since it includes the reference time within it and is only partially viewed from within (G. Carlson 2012, 835). Habituality should be distinguished from iterativity. Verbs expressing iterativity assert the occurrence of the event on multiple occasions, typically specified by an adverbial (*he visited us three times; he visited us every day*). Such predicates are perfective and express repeated temporally bounded events that are not contingent on circumstances (Dahl 1985, 97; G. Carlson 2012, 835). Iterative uses attributed by some scholars to *weqašal* are best interpreted as habitual, especially if they are translated with English *used to* or *would*, which are incompatible with the iterative, e.g.,

(16)

5 Cf. the remarks of Joosten (1992), who sees a connection between the non-indicative modality of *weqašal* and habitual aspect.

6 Contra, e.g., Joosten (1992; 2012, 305), who uses the term ‘iterative’.
‘And this man **used to go up** from his city yearly to worship and to sacrifice to the **LORD** of Hosts in Shiloh.’ (1 Sam. 1.3)

In some cases, habitual consecutive *weqatəl* forms are temporally sequential to what precedes, e.g., (13). In such cases the temporal structure of the verb would include the reference point of the preceding clause, as a verb does in an apodosis, as well as a local reference point coinciding with the event. This can be represented $R_1—R_2,E$, i.e., the event is located at reference time $R_2$ in relation to reference time $R_1$. In examples such as (14), in which the habitual *weqatəl* is not temporally sequential to what precedes, the long distance temporal reference point of the original apodosis has been schematised to a cognitive topical reference point. Most cases of habitual *weqatəl* have past time reference, but some examples are attested of *weqatəl* expressing present habituals (GKC, §112m), e.g., (15). It appears that the time reference of habitual verbs was relative rather than absolute, i.e., it was determined by the context and not a component of its meaning. In this respect it would correspond to the relative time reference of habitual *yiqtol*.

The various schematisations of the conditional construction can be represented thus ($R =$ reference time, $E =$ event time, $T =$ topic):

---

7 For the possibility of a verb having two reference points see Comrie (1985, 128).
Table 1

<table>
<thead>
<tr>
<th>What precedes</th>
<th>weqāṭal</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>conditional</td>
<td>R—E (future, contingent)</td>
<td>(7)</td>
</tr>
<tr>
<td>future (1)</td>
<td>R—E (future)</td>
<td>Examples (8), (9)</td>
</tr>
<tr>
<td>future (2)</td>
<td>T—R—E (future)</td>
<td>Example (10), (11)</td>
</tr>
<tr>
<td>habitual (1)</td>
<td>R₁—R₂,E (contingent)</td>
<td>Examples (12), (13), (15)</td>
</tr>
<tr>
<td>habitual (2)</td>
<td>T—R,E (contingent)</td>
<td>Example (14)</td>
</tr>
</tbody>
</table>

As can be seen, all schematisations retain some specific semantic element of the weqāṭal in the apodosis of the conditional construction.⁸

As for why the discourse dependent qaṭal occurs only after waw, this can be explained also within the framework of construction grammar. The conditional construction that forms the basis of the schematisation was specifically protasis + waw + qaṭal. This had the advantage of containing a connective waw, which made the apodosis suitable for reanalysis as a consecutive clause in discourse. Moreover, it was by far the most frequent ordering of these elements in conditional constructions containing such waw of apodosis, as was the case also in the predecessors of the construction in earlier Northwest Semitic languages. The

---

⁸ The discourse dependence of weqāṭal can also be represented in the dependency framework of mental spaces proposed by Fauconnier (1994) and Dinsmore (1991). According to this model, knowledge can be represented in a network of mental spaces. These spaces are constructed by the listener/reader, interpreting grammatical or lexical cues. Spaces contain information belonging to distinct times, locations, or realities. For mental spaces in Biblical Hebrew discourse see Robar (2015, 31–33).
string \textit{waw} + \textit{qa\texttt{tal}} remained the substantive core of the construction. This core underwent semantic but not syntactic schematisation, analogously to the phrase \textit{going to} in the future construction in English (see above). It was the substantive invariable ‘chunk’ that had become consolidated and ‘en-trenched’ in the construction, facilitated by frequent repetition (Bybee 2010, 34–37). The NENA parallel construction with \textit{bêt-qat\texttt{al}} did not include a connective. The explanation is likely to be that in NENA discourse connectives between clauses in discourse are far less regular than in Biblical Hebrew.

On a number of occasions \textit{weqat\texttt{al}} is used as a narrative past perfect. This is found not only in Late Biblical Hebrew (Cohen 2013, 84–86), but also in earlier books. In some cases the \textit{weqat\texttt{al}} may be regarded as a later insertion on text-critical grounds (e.g., 1 Kgs 20.27, where the \textit{weqat\texttt{al}} verb is not represented in the LXX). Several cases, however, are consecutive in function and on text-critical grounds do not appear to be later insertions, e.g.,

\begin{verbatim}
(17) יָ֖שֻׁ֑וּ הַמֶּ֖לֶךְ אַתּוּ הָֽלִיָּ֗הוּ אַתָּ֨ה הָֽלִיָּ֖הוּ אַתָּ֨ה הָֽלִיָּ֗הוּ אַתָּ֨ה הָֽלִיָּ֗הוּ אַתָּ֨ה הָֽלִיָּ֗הוּ אַתָּ֨ה הָֽלִיָּ֗הוּ אַתָּ֨ה הָֽלִיָּ֗הוּ אַתָּ֨ה Hilkiah, the high priest, and the priests of the second order, and the keepers of the threshold, to bring out of the temple of the LORD all the vessels made for Baal, for Asherah, and for all the host
\end{verbatim}

\textsuperscript{9} The habitual function of \textit{weqat\texttt{al}} is only sporadically attested in Late Biblical Hebrew (Cohen 2013, 203–7).
of heaven; and he burned them \(\text{wayyiqtol}\) outside Jerusalem in the fields of the Kidron, and he carried \(\text{weqatal}\) their ashes to Bethel.’ (2 Kgs 23.4)

Such \textit{weqatal} forms have been interpreted as past perfective uses of the construction that unexpectedly break a chain of \textit{wayyiqtol} narrative forms in order to express climactic events (Longacre 1994; van der Merwe 1994, 28; Robar 2015, 152–59). The range of functions of the NENA parallel form \textit{bət-qatəl}, however, could open our mind to another possible interpretation of some such uses of \textit{weqatal}. As has been indicated above, the NENA discourse dependent \textit{bət-qatəl} form is attested occasionally in narratives, e.g., (4), repeated below as (18), within a past perfective context. The clauses with \textit{bət-qatəl} forms cohere together with the immediately preceding clauses. Each pair of cohering clauses express subevents of the same overall event:

\begin{align*}
\text{(18) } & \text{ʾə́rbe máxe} & l-ḡdåde, & t-ázi \\
& \text{sheep} & \text{strike.sbjv.3ms} & \text{to.each.other} & \text{fut-go.sbjv.3pl} \\
& \text{xə-фаtər} & ʾal-sāliqə zòrna, & máxe & zòrna \\
& \text{a.while} & \text{on-tune.of pipe} & \text{strike.sbjv.3ms pipe} \\
& \text{xə-sāliqə xènə,} & ʾə́rbe b-ɗér, & b-ganəy, & \\
& \text{one-tune other sheep} & \text{fut-return.sbjv.3pl by.themselves} \\
\end{align*}

‘He gathered the sheep together and they went off for a while according to the tune of the pipe. He played another tune on the pipe and the sheep returned by themselves.’ (A25:27)

Such \textit{bət-qatəl} forms mark the closure and climax of the preceding event and disrupt the flow of the narrative. It is, therefore,
a strategy to signal discontinuity. The form is an imperfective habitual, but is used in a perfective context in narrative. Its lack of temporal boundaries is exploited to disrupt the chain of perfective temporally bounded events. This strategy of using imperfectives in narratives has been identified in various other languages, e.g., the ‘narrative imperfect’ of French (Carruthers 2012, 312–15) or narrative habituals in African languages (Schaefer and Egbokhare 2015, 310). In this light, weqāṭal forms in contexts such as (17) in Classical Biblical Hebrew could be identified as consecutive habitual weqāṭal forms rather than instances of perfective weqāṭal forms. As is the case with narrative habitual bəqəṭal forms in NENA, these habitual weqāṭal forms disrupt the flow of narrative by removing temporal boundaries in order to signal closure and climax of discourse segments. This can have the effect of marking an event as a subevent cohering with what precedes, embedded in the higher-level narrative chain.

The act of burning and the act of carrying the ashes cohere together as two subevents of the same overall event, the closure of which is marked by the weqāṭal form. Further support for this argument can be adduced from the fact that the yiqṭol form is sometimes used with the same function in narrative contexts when the verb is preceded by a clause argument, e.g.

---


11 For embedding of units in the narrative chain see Robar (2015, 74–75).
The consecutive wayyiqtol form is normally thought to be a vestige of an old past yaqtul form, which can be found in earlier forms of Northwest Semitic, such as the Tell Amarna Canaanite texts and Ugaritic, and in East Semitic. Some possible examples of this use of an old past yaqtul without waw have, moreover, been identified in early poetic layers of Biblical Hebrew, e.g. יָצֵב ‘he fixed’ (Deut. 32.8) (Notarius 2013, 78). In this paper I do not want to engage with the question of the identity and status of this past yaqtul form in ancient Northwest Semitic and beyond, but rather I shall focus on the consecutive wayyiqtol form as it appears in the Masoretic Text and the form of the construction that has been transmitted in the Tiberian vocalisation tradition.

12 For references to the literature see the survey in Robar (2015, 78–79).

13 Different views have been expressed in the literature as to whether there were originally two distinct yaqtul forms expressing past and jussive, distinguished, according to some, by stress position (e.g., Hetzron 1969; Rainey 1986), or whether there was only one morpheme expressing both functions (Huehnergard 1988).
I shall argue that although the scholarly consensus is undoubtedly correct that its roots go back to an old past *yaqtul* form, in Classical Biblical Hebrew prose it came to be reanalysed as a schematised extension of a dependent jussive form. The typological parallel to the consecutive *wayyiqtol* in NENA is the NENA narrative subjunctive (see §1.2), which was a subordinate verbal form used to express discourse coherence. As we have seen, the NENA narrative subjunctive was an extension of the use of the subjunctive in subordinate clauses, in particular purpose clauses. The Hebrew *wayyiqtol* form results from the reanalysis of the old Semitic past *yaqtul* as a jussive specifically in discourse dependent contexts. This was facilitated by its formal similarity to jussives and the syntactic similarity of such discourse dependent contexts to constructions with jussives in dependent purpose clauses. This similarity of form, construction, and dependent function led to the distinction between jussives and *yiqtol* past

---

14 Robar (2013; 2015, 78–112) is one scholar who has found the notion that *wayyiqtol* is past perfective problematic. She insightfully adduces arguments against the view that it has a past perfective core meaning. Her thesis is that it is a narrative present form that takes its time reference from the context. She has drawn attention to parallels in the Neo-Aramaic narrative *qaṭal* form in the Barwar dialect, which I interpreted as a narrative present in my grammar (Khan 2008), and also to parallels in several African languages that have narrative forms without specified tense. My interpretation of the Barwar narrative *qaṭal* has since, however, shifted and I now consider it to be a narrative subjunctive in the light of my work on other dialects. The relevant parallels in African languages for me are now those languages that use modal subjunctive forms as narrative forms (R. Carlson 1992).
becoming opaque and to the reanalysis of the *yiqtol* past in this context as a schematised extension of a jussive.

The reanalysis followed the common pattern of linguistic change whereby it took place in a context where it was least obtrusive due to structural ambiguity in particular contexts (de Smet 2012, 608). It was ‘coerced’ by the construction (Noël 2007).

As Baranowski (2016a) has shown, *u + yaqtul* was the most common pattern of past *yaqtul* constructions in narrative sequences in the Canaanite reflected by the Amarna letters. This archaic narrative structural pattern was preserved in Biblical Hebrew by reanalysis in a context that resembled contexts in which jussives were used to express dependent events, i.e., *waw + yiqtol*. By the period of Classical Biblical Hebrew, the *qaṭal* form had extended its functional territory to include that of the perfective past, which would have pushed the old *yiqtol* perfective past out of the system.\(^{15}\) The old narrative construction of *waw* + past perfective *yiqtol* expressing chains of events was preserved by a process in which it was reanalysed as an extension of a different, but structurally similar, construction, viz. *waw + jussive yiqtol*. One may say that the conservative nature of the literary tradition with the old narrative construction was a motivating factor for the reanalysis.

Some scholars have, indeed, already expressed the view that there was a convergence between the *wayyiqtol* form and the

\(^{15}\) In Archaic Biblical Hebrew the *qaṭal* had not yet completely superseded the old past perfective *yiqtol* (Notarius 2013).
modal system during the period of Late Biblical Hebrew.\textsuperscript{16} I would like to argue that this had taken place already in Classical Biblical Hebrew. Furthermore, I wish to propose a model to explain how this came about.

In the Tiberian Masoretic corpus of Biblical Hebrew jussives are used with a subordinate purposive sense after imperatives (20) or expressions that function pragmatically as imperatives, such as (21):\textsuperscript{17}

\begin{enumerate}
\item[(20)] וּהַעְתִּיר אָלֹהֵי הָאָרֶץ עֵם לְיַעֲרָה יְהוֹ הָאָרֶץ מַעַרְדָּה מִיָּמֵי מַעַרְדָּה

‘Entreat the LORD \textit{in order that He remove} the frogs from me and from my people.’ (Exod. 8.8)
\item[(21)] מִי יָפְתָה אֲחָאָב יָמַע לְעָל וּמֵבָּרָה מִלָּד

‘Who will entice Ahab \textit{in order that he go up and fall} at Ramoth-gilead?’ (1 Kgs 22.20)
\end{enumerate}

When the verb of the purpose clause is first person singular, the cohortative jussive is often used, e.g.,\textsuperscript{18}

\begin{enumerate}
\item[(22)] וַעֲשֵׂה לָיְם שִׁמְעֵהָ כִּי אָהָבְתָּ וְהָבָּא לְיִהְוֵה לְעָל וְאָכְלְהָ לֵאמָּה

‘and prepare for me savoury food, as I love, and bring it to me \textit{that I may eat} before I die.’ (Gen. 27.4)
\end{enumerate}

This corresponds to the distribution of the modal \textit{yaqtul} and \textit{yaqtula} forms, the ancestors of the Hebrew jussive and cohorta-

\textsuperscript{16} E.g., Bergsträsser (1918–1929, II:§5d) and Talshir (1986).
\textsuperscript{17} For other functions of sequences with jussive verbs see Dallaire (2014, 102–3).
\textsuperscript{18} For other functions of the cohortative after \textit{waw} in sequences see Dallaire (2014, 118).
tive, respectively, in purpose clauses in the Canaanite of the Amarna letters, in that they occur with this function specifically after volitive expressions. Moran (1960, 6–9) called this ‘modal congruence’.\(^{19}\) In cross-linguistic studies of the moods of subordinate clauses it has been observed that subordinate moods often originate as moods that are in harmony with the mood of the main clause, but that these can become extended to subordinate clauses in other syntactic contexts (Palmer 1986, 132; Bybee, Perkins, and Pagliuca 1994, 218–19). I shall argue that such a process of extension took place with jussives.

The Hebrew jussive expresses a directive with speaker-oriented modality (Bybee, Perkins, and Pagliuca 1994, 179), whereby the speaker imposes his/her will or permission on the addressee or third person subject of a clause.\(^{20}\) Sequences of directives such as (20) and (21) had the implicature of purpose constructions with the second event future in relationship to the first event, i.e., the second event is intended by the subject of the first event or by the speaker. This implicature was subsequently conventionalised. As a consequence, the second event became

\(^{19}\) It was Moran (1961, 64) who first proposed the Canaanite yaq\(\tilde{u}\)\(t\)ula as the ancestor of the Hebrew cohortative. This has been accepted by some scholars. Others prefer to seek its origins in the Canaanite energetic form yaqtulanna. See Dallaire (2014, 108–11) for a survey of the literature. In Classical Arabic an analogous construction has a subjunctive verb (yaq\(\tilde{u}\)\(t\)ula) after an imperative and the conjunction fa-, e.g., ʾiğ\(\tilde{f}\)ir lī yā rabbī fa-ʾadkhula ʾal-janna ‘Pardon me, oh my Lord, so that I may enter paradise’ (Wright 1898, 31).

\(^{20}\) For the various nuances of commands expressed by the jussive and other verbal forms in Biblical Hebrew see Dallaire (2014, 89).
temporally and semantically integrated with the first and had its temporal reference point in the first event.

In some attested cases this construction could be interpreted as having made a further shift to express result, e.g., in the prophetic pronouncement of Elisha:

(23) קָלָוָּהּ הָלוֹ אֱלָהוּ יָשְׁבַּב בְּשָׁרֶךְ לְךָ

‘Go and wash in the Jordan seven times, and (as a result) your flesh shall be restored (LXX ἐπιστρέψει future)’ (2 Kgs 5.10)

As we have seen, the NENA narrative subjunctive appears to have developed through the pathway of purpose clause > result clause > discourse dependent. Result clauses developed from the common implicature of purpose clauses that the event took place (see above §1.2 and Schmidtke-Bode 2009, 178). When the main clause has future time reference, the shift from purpose to result clause entails a shift from a desired event to a predicted event.

The cohortative form expresses the desire of the speaker to perform the event. This can be analysed as agent-oriented modality in the sense of the term that is described by Bybee, Perkins, and Pagliuca (1994, 178), i.e., it consists of internal or external conditions on an agent with respect to the completion of the action. Since it is first person, however, it overlaps with their category of speaker-oriented modality, since it imposes the desire of the speaker on the performance of the action. It could, therefore, be used in a sequence with imperatives and other directives with the implicature of purpose, as in (22) above.
The temporal structure of purpose clauses (weyiqtol), result clauses (weyiqtol), and consecutive wayyiqtol clauses can be represented as follows.

Table 2

<table>
<thead>
<tr>
<th>a. Main clause</th>
<th>Purpose clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>R₁,E</td>
<td>waw + yiqtol (R₁—E)</td>
</tr>
<tr>
<td>b. Main clause</td>
<td>Result clause</td>
</tr>
<tr>
<td>R₁,E</td>
<td>waw + yiqtol (R₁—R₂,E)</td>
</tr>
<tr>
<td>c. Main clause</td>
<td>Consecutive</td>
</tr>
<tr>
<td>R₁,E</td>
<td>waw + yiqtol (R₁—R₂,E)</td>
</tr>
</tbody>
</table>

In the purpose clause construction the jussive verb is irrealis and takes as its reference time, i.e., its contextual anchor, that of the main clause (represented by the repeated R₁ in (a) in Table 2). It is viewed from the perspective of the main clause. The event time of the purpose clause, therefore, is posterior to its reference time. In (b) and (c) the jussive clause has been reanalysed as an asserted event. This involves the acquisition of a reference time coinciding with the event (R₂). It is proposed that the clause retains the R₁ reference time, to which it is posterior. This reflects its reanalysis as an asserted event that is sequential to what precedes, i.e., the event is located at reference time R₂ in relation to reference time R₁.²¹ The representation in the table

²¹ This temporal analysis differs from that of Hatav (1997; 2004; 2006), who argues that a wayyiqtol form “introduces a new R-time [i.e., reference time] into the discourse” (Hatav 2006, 748). This analysis is followed by Cohen (2013, 95–96). According to such a model, sequential is an inference from the succession of R-times with each wayyiqtol. Cf.
above does not include speech time, which differs in relation to R₁ according to whether the main clause is future (S—R₁) or past (R₁—S). In the attested corpus of Biblical Hebrew, as we have seen, purpose and result clauses with jussives have future main clauses, whereas past wayyiqtol is generally preceded by a past clause. The reanalysis of the discourse dependent past yiqtol as a jussive, therefore, would have involved a schematisation of the temporal structure of the construction of purpose and result clauses whereby the speech time is no longer specified. The common denominator of the construction across all three variants can be identified as:

Table 3

<table>
<thead>
<tr>
<th>Clause 1</th>
<th>Clause 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>R₁,E</td>
<td>waw + yiqtol (R₁—E)</td>
</tr>
</tbody>
</table>

As with the weqatal construction, consecutive wayyiqtol developed by schematisation of a specific construction with the string waw + yiqtol as its substantive core, which is the norm for

also Cook (2004; 2012), who argues that temporal succession is the default interpretation of a series of temporally bounded perfectives. In my proposal the wayyiqtol form explicitly encodes dependency on the preceding discourse by having two reference points (R₁—R₂,E), which is a legacy of its historical origin in a purpose clause.

In some Neo-Reichenbach approaches (e.g., Johnson 1981; Dinsmore 1982; Verkuyl 2012), rather than consisting of a single triple system, the analysis should consist of two pairs of components, namely S and R, on the one hand, and E and R, on the one hand. The relationship between S and R would correspond to tense, whereas the relationship between E and R would be one of posteriority or anteriority, independent of tense.
purpose and result clauses with jussive verbs. For that reason, the conversive *yiqtol* only developed when the *yiqtol* was immediately preceded by *waw*.

As is the case with the NENA narrative subjunctive, the discourse dependent *wayyiqtol* form came to be far more frequent than the subordinate use of the *waw + yiqtol* construction.

Reanalysis involves a change in the structure of an expression without any immediate modification of its surface manifestation. It typically takes place when there is an overlap in surface form between two underlying structures and some analogical relationship between their functions. The actualisation of the reanalysis may then be manifested by changes in surface structure or function of some exponents of the reanalysed form from those of the form before the reanalysis.\(^{23}\)

The reanalysis of the narrative *yiqtol* as a schematised extension of a jussive and also the process of change described above are manifested in a number of features.

The most obvious structural manifestation is the occurrence of the cohortative jussive form of first person in *wayyiqtol* forms. These become particularly frequent in Late Biblical Hebrew (Cohen 2013, 121–23),\(^{24}\) but are found sporadically already in the Pentateuch in Classical Biblical Hebrew, e.g.,

\[
	ext{וָאְתָנַה אֲתֵהָלָהּ לְהַלְוִים לְאַהֲרֵן לְבָנִי}
\]

‘And I have given the Levites as a gift to Aaron and his sons.’ (Num. 8.19)

\(^{23}\) For the process of reanalysis see Madariaga (2017).

\(^{24}\) For more details regarding their distribution in Late Biblical Hebrew see Sjörs (this volume).
‘and when we came to the lodging place, we opened our sacks.’ (Gen. 43.21).\textsuperscript{25}

Sjörs (2021) argues that such consecutive forms retain the speaker-benefactive meaning of the cohortative. This can be interpreted as a legacy of the volitive meaning of first person cohortatives in purpose constructions such as (22).

Some wayyiqtol forms occur in clauses that can be interpreted as result clauses, which, as discussed above, was the immediate extension of a purposive use of jussive yiqtol, e.g.,

\textsuperscript{26}Robar (2015, 85–86) draws attention to this fact in her argument against interpreting the wayyiqtol form as a preterite. See also her paper in this volume.

\begin{align*}
\text{(26)} & \quad \text{‘Why did you say “She is my sister,” so that I took her for my wife?’ (Gen. 12.19)} \\
\text{(27)} & \quad \text{‘Why then look with greedy eye at my sacrifices and my offerings which I commanded, and (habitually) honour your sons above me by fattening yourselves upon the choicest parts of every offering of my people Israel?’ (1 Sam. 2.29)} \\
\end{align*}

\begin{align*}
\text{(25)} & \quad \text{‘and when we came to the lodging place, we opened our sacks.’ (Gen. 43.21).} \\
\end{align*}

\textsuperscript{25}There are fifteen cases of wayyiqtol cohortative in the Pentateuch and Early Prophets (Talshir 1986, 590).
‘The LORD kills and he brings to life; he brings down to Sheol and he raises up.’ (1 Sam. 2.6).

‘those who long for death, but it comes not, and dig for it more than for hid treasures.’ (Job 3.21)

Such functions are incompatible with the old past perfective *yiqtol*, but would not be problematic if the form is a schematised jussive, which does not have a specified aspect. The purposive construction *waw + yiqtol* typically expresses a perfective event and this is likely to be why the *wayyiqtol* form, likewise, is typically perfective in its function. As we have seen, however, the NENA discourse dependent subjunctive *qatol* can sometimes be habitual (6).

As discussed, the substantive structural core of the construction that was schematised was *waw + yiqtol* (jussive). This explains why the narrative *yiqtol* form is restricted to *yiqtol* immediately preceded by *waw*. Such restricted distribution would be difficult to explain if the form was still being analysed as the old past *yiqtol*.

---

27 An alternative way of understanding the *wayyiqtol* forms in (27)–(29) would be to interpret them as existential perfects (‘you have honoured on unspecified occasions’, etc.). This would be a strategy for expressing a habitual characteristic of the subject that is equivalent to a ‘gnomic’ *qatol*.

28 There are some cases where a short *yiqtol* is preceded by *waw* without a *dagesh* in the prefix and the form is generally interpreted as a future, e.g., Num. 24.19, 1 Sam. 10.5, 1 Kgs 14.5, Dan. 11.4, or habitual, e.g., Job 10.17.
It is also relevant to note that negative purpose clauses do not have a jussive form, e.g.,

(30) וְלָא יַרְבֹּּ֖ הָלוֹֽׁ֥שֶׁנָּֽיִֽים וְלָא יָסָֽוּר לְבָבָֽוֹ

‘and he shall not multiply wives for himself lest his heart turn away.’ (Deut. 17.17)

If consecutive wayyiqtol came about through reanalysis of a jussive through schematisation of a subordinate jussive construction, then how is the dagesh in the prefix to be explained? I have argued elsewhere that the gemination should be regarded as a late addition to the reading tradition in the Second Temple Period to express a semantic distinction between jussive and indicative meanings of the construction (Khan 1991, 241; 2013, 43), and further arguments for this have recently been adduced by Kantor (2020, 104–16). The phenomenon of introducing gemination (reflected by dagesh in the medieval vocalisation systems) to express distinctions in the meaning of an originally unitary form is found in various places in the Tiberian vocalisation tradition (Khan 2020, I:524–30) and there are many additional cases in the Babylonian tradition (Yeivin 1985, 357, 909–10). The fact that dagesh in the wayyiqtol form and also the other cases of dagesh for distinguishing meaning that occur in the Tiberian tradition also occur in the Babylonian tradition suggests that it developed in the Second Temple Period in the proto-Masoretic reading traditions before its Tiberian and Babylonian transmissions became geographically divided. This reflects a general Second Temple development in the proto-Masoretic reading tradition involving the introduction of strategies to increase care in pronun-
ciation and clarity of interpretation (Khan 2020, I:73–85). Reading traditions that were not direct heirs to the proto-Masoretic reading also exhibited such strategies, but they did not always coincide with the proto-Masoretic tradition. With regard to the *dagesh* of wayyiqtol, it is significant to note that the Samaritan reading tradition does not reflect this. In the Samaritan tradition, where possible, i.e., in *qal* I-y verbs, a different strategy was adopted for distinguishing waw + yiqtol with a past consecutive meaning, namely the mapping of the *qatal* vocalic pattern onto the verbal form, e.g., *wtōrād* ‘and she went down’ (Tiberian יָרֶד), by analogy with the pattern qōṭal, versus tērād ‘she goes down’ (non-past, Tiberian רָד, רָד). Similarly, in the Samaritan tradition the vocalic pattern of yiqtol is mapped onto weqatāl, e.g., wyēlēdu ‘and they (habitually) give birth’ (Tiberian יָלָּד, יָלָּד). Similarly, in the Samaritan tradition the vocalic pattern of yiqtol is mapped onto weqatāl, e.g., wyēlēdu ‘and they (habitually) give birth’ (Tiberian יָלָּד, יָלָּד). Similarly, in the Samaritan tradition the vocalic pattern of yiqtol is mapped onto weqatāl, e.g., wyēlēdu ‘and they (habitually) give birth’ (Tiberian יָלָּד, יָלָּד). Similarly, in the Samaritan tradition the vocalic pattern of yiqtol is mapped onto weqatāl, e.g., wyēlēdu ‘and they (habitually) give birth’ (Tiberian יָלָּד, יָלָּד).

In the Greek transcription of the Hexapla, moreover, the *dagesh* of wayyiqtol is reflected to a far lesser extent than in the Tiberian and Babylonian traditions (Kantor 2020). Moreover, there are sporadic examples in the Babylonian tradition of constructions where a form that is *we*yiqtol jussive in Tiberian is read as wayyiqtol, suggesting that the gemination of the prefix was a matter of interpretation of tradition, rather than an original feature of the form, e.g.,

(31) וַיַּשְׁמִעוּ, וּוְיִשְׁמִיעוּ wayyašmiʿu ‘and they made hear’ (Jer. 23.22, Yeivin 1985, 1063–68 || BHS וְיִשְׁמַעְּוּ ‘and let them make heard’)

---

29 See Florentin (1996). A possible parallel to this in the Hexapla is ιεδαλ (BHS יָדָל ‘and it/one ceases/will cease’ Ps. 49.9). Data supplied by Ben Kantor.
The *dagesh* was introduced into the cases of *waw + yiqtol* that expressed asserted realis events. In the vast majority of cases, of course, these were perfective events in narrative. Occasionally, however, the *dagesh* was introduced in a *yiqtol* form in the received text when the asserted event was interpreted as habitual to ensure that it was not interpreted as an irrealis form, as we have seen in (27)–(29). Another case of adaptation of the reading tradition in the Second Temple Period to express grammatical distinctions for the sake of clarity is the change of the reading of *qal* transitive verbs to *pi'el* and the change of the reading of *qal* intransitive verbs to *nif'al* (Khan 2020, I:58–59).

Finally, the /a/ vowel in the form *wayyiqtol* can be explained by the fact that the default pronunciation of the *shewa* of the Tiberian tradition was [a]. So the /a/ would have been the result of the closing of the syllable with a vocalic *shewa*.30

In *wayyiqtol* verbal forms that have a penultimate open syllable the stress typically occurs on the penultima, e.g., וַיָּקָם ‘and he arose’ (Gen. 4.8). This represents the original position of the stress. In jussive forms, by contrast, the stress frequently shifted to the final syllable when it is closed, e.g., יָשֶׁב ‘let him return’

---

30 In the Tiberian tradition in the Middle Ages a vocalic *shewa* was, in fact, assimilated to a following semi-vowel /y/, so that וְיָקְטַל would have been pronounced [vijiq'təoɔl]. Before other prefixes the default [a] appeared, e.g., וְתָקַל [vaθiiq'təoɔl], וְנָקַל [vaniq'təoɔl]. This assimilation before /y/ could have been a later development or perhaps the /a/ in the third person forms arose by analogy with other persons.
(Judg. 7.3). There are, however, some jussive forms with this syllable structure that preserve the penultimate stress, e.g., אַל־תָּשֶם ‘do not put’ (1 Sam. 9.20). The stress shift in the jussive outside of wayyiqtol constructions seems to have been by analogy with the stress position in the long yiqtol, e.g., נָכוֹם, ‘[a people] arises’ (Num. 23.24). A motivation for this stress shift may have been to distinguish between the realis wayyiqtol and the irrealis jussives. The same applies to the advancing of the stress to the suffix in the weqatal construction, e.g., וְשָׁמַעְתָּ, ‘and you will listen’ (Deut. 6.3). The fact that this does not entail pro-pretonic reduction indicates that it is late. It is possible that this stress shift reflects the imposition on weqatal of a stress position that was characteristic of yiqtol, where the stress is on the ultima in most inflections, e.g., יָקָם ‘you arose’ (Gen. 3.14); cf. וְאָכַלְתָּ, ‘and you will eat’ (Gen. 3.18). It is possible, moreover, that the retention of penultimate stress in wayyiqtol forms such as וַיָּקָם had some correlation with the stress patterns characteristic of qatal, which had penultimate stress in some inflections, e.g., נָכוֹם ‘you arose’ (2 Sam. 12.21). This is analogous to the imposition of the vocalic pattern of qatal on wayyiqtol and of the vocalic pattern of yiqtol on weqatal where possible in the Samaritan tradition.

31 For these developments in stress position see Blau (1978, 100).
32 For the lateness of the stress shifts see Revell (1984).
33 An analogous phenomenon can be found in the Yemenite reading tradition of Babylonian Talmudic Aramaic. In this oral reading tradition the plural active participle retains its historical vocalism in the first syllable when it has present tense reference, viz. [qɔːːtːleː] with a qamesh, but when it is interpreted as referring to the past it has the form [qaːtːleː]
The jussive form, of course, merged with the form of the indicative *yiqtol* in many verbal roots. In the form of the Masoretic text that has been transmitted to us by the Tiberian vocalisation, which is likely to reflect essentially the proto-Masoretic reading tradition of the Second Temple Period, it is only formally distinguished from the indicative *yiqtol* in certain weak roots and in the *hif'il*. This reflects a merger in progress. In some of the biblical texts from Qumran this merger is more advanced, in particular in the Isaiah scroll 1QIsa, where short forms in the MT are often long, e.g., יעשויו ‘and it made’ (Isa. 5.2 = MT יעשויו) (Kutscher 1979, 328). 34

In the Samaritan oral tradition the jussive and indicative *yiqtol* have merged in form completely, e.g.,

(33) *w-lā yémot* ‘and will not die’ (Exod. 9.4; Ben-Ḥayyim 1977 || BHS וְלָא יָמִות)

(34) *w-al yémot* ‘and may he not die’ (Deut. 33.6; Ben-Ḥayyim 1977 || BHS וְאַלּ יָמֵות)

with a *pataḥ*. The latter form is based on the analogy of the past *qāṭal* verb, which has the base *qāṭal* in most persons (Morag 1988, 133–34). 34

This merger in some cases resulted in the original jussive morphological form being extended to the functions of the indicative. An example of this is the normal inflection of 3mpl and 2mpl indicative *yiqtol* with final -ūn. This represents the levelling of the original jussive inflection and the original indicative inflection -ūn, which has survived as an archaism in indicative contexts (Hoftijzer 1985). Moreover, there are sporadic cases of short *yiqtol* forms (according to orthography and vocalisation) being used as indicatives, e.g. יתמ בנו *בּוּן* בַּיָּשָׁר *nēḥem bānū bāyāšār* ‘their soul dies [habitual] in youth’ (Job 36.14), ירָעֶה עֶלֶי *nēḥem bānū bāyāšār* ‘God thunders [habitual]’ (Job 37.5). For further examples preceded by *waw* see n.28.
Analogy to the merger in other verbal forms in the reading tradition (i.e., strong verbs that were not hifil) no doubt played a role in this complete merger. Also, the Aramaic verbal system, which was in the process of losing the jussive in the Second Temple Period, is likely to have had an impact. The Rabbinic Hebrew verbal system, of course, converged even more closely with Aramaic and lost the jussive. With the loss of the jussive form the waw + jussive yiqtol construction was lost and this would have entailed the loss of the consecutive wayyiqtol, which was replaced by simple we-qaṭal. This, in turn, would have eliminated the consecutive weqaṭal from the system. Embryonic signs of this are found already in Late Biblical Hebrew and also in the language of the Dead Sea Scrolls, in which we-qaṭal is frequently used with a perfective past sense (Qimron 2018, 370).

The morphological merger of the Biblical Hebrew jussive yiqtol with the indicative yiqtol was particularly advanced in the first person. This was due, it appears, to the fact that the distribution of the cohortative form was extended and began to overlap with the functions of the first person jussive (i.e., short yiqtol), including the consecutive wayyiqtol forms, which, as remarked, were sometimes expressed by cohortative forms in the first person. The original occurrence of waw + first person jussive in a purpose clause and consequently also in a wayyiqtol clause rather than the cohortative may have been a vestige of verb sequences in earlier Canaanite. Baranowski (2016b, 166–68) has argued that in the Canaanite of the Amarna letters modal yaqtul (the ancestor of the Hebrew jussive) and modal yaqtula (the ancestor of the Hebrew cohortative) have different distributions. The yaqtul
form is what he calls a ‘sequential modal’, in that it occurs in clauses expressing the purpose or result of a volitive expression, whereas the *yaqtula* occurs in a volitive phrase that precedes the purposive *yaqtul*. Against this background, the spread of the Hebrew cohortative into purpose and *wayyiqtol* clauses can be seen as an innovative extension of its function. This gradual replacement of the first person jussive by the cohortative was due to the functional relatedness of the cohortative in this construction and also to the general extension of the functions of the cohortative. Originally a volitive expressing the desire of the speaker, the cohortative came to be used as a future expressing the intention of the speaker. These developments are conspicuous in the language of the Dead Sea Scrolls, where the cohortative becomes particularly frequent in *wayyiqtol* constructions and in intentional future constructions. In the Isaiah scroll 1QIsa, for example, the cohortative often occurs with these functions where the MT does not have a cohortative (Kutscher 1979, 327). This extension of the cohortative is also found in the Samaritan Pentateuch (Sjörs 2021). As Dahl (1985, 106) has observed, a future expressing intention typically implies that the speaker predicts that the event will take place.

---

35 This is contrary to previous studies, which interpreted the *yaqtula* form as expressing purpose after volitive expressions, e.g., Moran (1960), Dallaire (2014, 131–32).

36 According to Qimron (2018, 371) the occurrence of the cohortative in the Dead Sea Scrolls is conditioned by position, in that it occurs predominantly in clause-initial position after *waw*. The same has been observed in the language of Ben Sira by van Peursen (2004, 83–87).
Such developments led to the merging in function of the cohortative with the long * yiqtol * form. This would explain the regular use, with only a few exceptions, of the long * yiqtol * in first person * wayyiqtol * forms in Late Biblical Hebrew, e.g., וַיָּשֶׁ֣בֶנִ֣י ‘and I rose’ (Neh. 4.8), וַיָּשֶׁ֣בֶנִ֣י ‘and I have built’ (2 Chron. 6.10), וַיָּשֶׁ֣בֶנִ֣י ‘and I stationed’ (Neh. 4.7), וַיָּשֶׁ֣בֶנִ֣י ‘and we stationed’ (Neh. 4.3), וַיָּשֶׁ֣בֶנִ֣י ‘and we built’ (Neh. 3.38), וַיָּשֶׁ֣בֶנִ֣י ‘and we camped’ (Ezra 8.15) (Talshir 1986, 586–87).

As is generally the case with linguistic change, this process was gradual and there was variation in the first person between the new * wayyiqtol * cohortatives, e.g., הָשַׁ֥בֶנָֽי ‘and I saved’ (Judg. 10.12), the new long * wayyiqtol * forms, e.g., בְּשָׁ֣בֶנָֽי ‘and I saved’ (1 Sam. 10.18, הָשַׁ֥בֶנָֽי ‘and I wept’ (2 Sam. 12.22), and the old short * wayyiqtol * forms, e.g., יִשָּׁ֥בֶנָֽי ‘and I made go’ (Lev. 26.13), יִשָּׁ֥בֶנָֽי ‘and I cause to go up’ (Num. 23.4). First person jussive short * yiqtol * forms are occasionally attested outside of * wayyiqtol *, though they are rare, e.g., לָֽא אַשְׁרֵ֥י לִשְׁמֹ֣ע ‘let me not hear again’ (Deut. 18.16), לְנַשְׁאֵ֥ר ‘and let us not leave’ (1 Sam. 14.36). The Classical Biblical Hebrew representation of the long * yiqtol * in the * wayyiqtol * is, however, restricted to the orthography of the Early Prophets. The orthography of the Pentateuch reflects the regular use of short forms for the first person jussive and * wayyiqtol * (Talshir 1986).

---

37 This form, however, may have originally been a * qal *, as is the case also with the jussive form יִשְׁר; cf. Huehnergard (2005, 467-8) [I am grateful to Aaron Hornkohl for drawing my attention to this].

38 First person jussives outside of Classical Biblical Hebrew prose, include Isa. 41.28; 42.6; Ezek. 5.16; Hos. 9.15; 11.4; Zeph. 1.2, 3; Job 23.9, 11.
On many occasions the orthography of Classical Biblical Hebrew reflects a short form in the first person wayyiqtol, but the qere reads it as a long form, e.g., דָּעַשׁי ‘and I threw’ (Deut. 9.21), יֹבֵל ‘and I delivered’ (Josh. 24.10). This is the norm in middle weak verbs, e.g., שׁפַנַּנ ‘and I rose’ (1 Kgs 3.21), יָשֶׁב ‘and I put’ (Gen. 24.47). The same applies to jussives outside the wayyiqtol form, e.g., in a purpose clause: יָרַנ ‘that I may die’ (2 Sam. 19.38). In the Pentateuch this applies only to first person singular forms. First person plural forms are vocalised as short jussives, e.g., יֹרִב ‘and we destroyed’ (Deut. 2.34), יָרַב ‘and we have brought as an offering’ (Num. 31.50).

In later texts composed in the Second Temple Period the orthography of the ketiv reflects the long form, indicating that the jussive form had merged with the ‘long’ yiqtol in the first person at the time of composition (see examples above). The vocalisation of Classical Biblical Hebrew forms such as יָשֶׁב reflects the state of the language in the Second Temple Period. It is not clear why this phenomenon of the qere is restricted to the first person singular. It may be connected to the greater frequency of occurrence of the first person singular than the first person plural. Within the Masoretic Text, for example, the statistics for 1s and 1pl wayyiqtol forms in the qal and hif’il are as follows:

<table>
<thead>
<tr>
<th></th>
<th>1s qal:</th>
<th>1pl qal:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>355</td>
<td>48</td>
</tr>
</tbody>
</table>

1s hif’il: 74
1pl hif’il: 12

This may be compared to the application of the innovation of stress shift to the suffixes of the 1s and 2ms forms of weqāţal, but not to those of the 1pl forms. As suggested by Revell (1984, 440), this is likely to be connected with the fact that the 1s and 2ms forms occur more frequently than the 1pl forms. The statistics are as follows for 1s, 2ms, and 1pl weqāţal forms:

Table 5

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1s:</td>
<td>712</td>
</tr>
<tr>
<td>2ms:</td>
<td>731</td>
</tr>
<tr>
<td>1pl:</td>
<td>52</td>
</tr>
</tbody>
</table>

This phenomenon would be different from the normal effect of frequency in vernacular language, in which changes that require analysis, e.g., reconfiguration of inflectional morphology, affect the least frequent words first (see Groen in this volume). The imposition of the aforementioned changes in the reading tradition were, by contrast, applied ‘top down’, i.e., to the most frequent items. These innovations are likely to have been internal to the reading tradition and do not reflect vernacular speech.

Returning now to the process of schematisation of the waw + jussive yiqtol construction, which, I argue, gave rise to the converative wayyiqtol form, I would like to examine a further schematisation of the construction.

Scholars have drawn attention to the fact that the wayyiqtol form in some cases does not express temporal sequentiality but rather elaboration of what precedes, e.g.,
וַיְנַשֵּּק לְכָָ֖ל־אֶחִָ֣י וַיֵֶּ֣בְךְ עֲלֵֶ֑ם
‘And he kissed all his brothers and wept on them.’ (Gen. 45.15)

וַי שְלָ֖ח יֹאָָ֑ב וַיַגֵֶ֣ד לְדָו ִַ֔ד א ת־כָָ֖ל־ד בְרֵָ֖י
And Joab sent and reported to David all the events of the war. And he instructed the messenger, saying…’ (2 Sam. 11.18–19)

It was proposed above that a temporally sequential *wayyiqtol* reflected the following schematisation:

<table>
<thead>
<tr>
<th>Main clause</th>
<th>Consecutive</th>
</tr>
</thead>
<tbody>
<tr>
<td>R₁,E</td>
<td><em>waw yiqtol</em> (R₁—R₂,E)</td>
</tr>
</tbody>
</table>

Here the consecutive *wayyiqtol* is bound to the temporal reference point R₁ in the preceding clause. By a further schematisation, which was identified above also in the *weqaṭal* construction (§2.0), the temporal reference point of the first clause was generalised to a topical cognitive reference point, whereby the *wayyiqtol* form expresses relevance to what precedes, but not necessarily temporal sequentiality.

### 4.0. Concluding Remarks

In this paper I have argued that the discourse dependency of consecutive *weqaṭal* and *wayyiqtol* forms is encoded in their semantic structure and is not just an implicature of the context. This is a heritage of their historical origin in subordinate constructions with temporal integration between clauses. The historical development of consecutive *weqaṭal* and *wayyiqtol* that has been proposed above has typological parallels in NENA and involves the
extension through schematisation of constructions containing dependent clauses (apodosis and purpose clause, respectively). In terms of syntactic structure, these are not subordinate clauses. They have, however, semantic integration with the preceding clause, which is a feature of syntactic subordination (Cristofaro 2003).

The dependency of weqatal and wayyiqtol is encoded by a temporal anchor, i.e., a reference time, in the preceding context, so that the event is encoded as being temporally posterior to the reference time of the preceding context. In some cases this temporal anchor has become schematised to a cognitive topical anchor, so that the event is coded as being relevant to what precedes, but not necessarily temporally posterior.

In some languages discourse dependent verb forms have undergone a further schematisation, whereby the cognitive anchor in the preceding discourse has been extended to a general realis indicative denotation irrespective of context. This has occurred, for example, in one NENA dialect (Jewish Dobe, Khan 2021) and is the background of the realis indicative preverbal particles ka- of Moroccan Arabic and bi- of Eastern Arabic dialects. The question arises as to whether such a further schematisation could be posited for the Biblical Hebrew consecutive forms weqatal and wayyiqtol, i.e., are there contexts in which they have lost any coding of an anchor, temporal or cognitive, in the preceding context? A relevant factor when considering this question is the fact that, although weqatal and wayyiqtol are cognitive ‘chunks’ in constructions, they have not lost their compositional-
ity completely and the *waw* still functions as a clause-initial connective to the preceding discourse. This can be considered to coerce a discourse dependency interpretation for the construction. Some scholars have argued that the fact that the *wayyiqtol* form occurs at the beginning of several biblical books indicates that they do not always denote sequentiality or dependency (Bauer 1910, 35–39; Hatav 1997, 36–88; Joüon and Muraoka 2011, §118c). Several scholars, however, regard the *waw* as reflecting connections between the literary units of other books. Moreover, *waw* sometimes begins a biblical book before a non-verbal form, e.g., והלוֹ הָעֵשָׂנִים ‘And these are the names’ (Exod. 1.1).⁴⁰

In NENA, by contrast, the substantive element in the construction did not include a connective *waw*. In the Barwar NENA dialect discussed in §1.0 the discourse dependency must be encoded in the verbal form. Following this typological parallel, I have posited that the Hebrew constructions followed the same historical pathway and likewise involved coding of discourse dependency. Unlike in NENA, and Arabic dialects, the presence of the *waw* in the substantive core of the Hebrew constructions was a constraint against the full bleaching of this discourse dependency coding.

The schematisation of the constructions (apodosis and purpose clauses) resulted in looser semantic integration with what precedes, which I have been referring to as discourse depend-

---
⁴⁰ One should also take into account that connectives in some Semitic languages introduce the main body of texts after formulaic preliminaries, e.g., *fa-* in Arabic and Epigraphic South Arabian (Nebes 1995).
ency. This development of linear elements, i.e., from greater integration to lesser integration, is the opposite to what is normally said to be the typical directionality of morphosyntactic change according to grammaticalisation models, i.e., main clauses > subordinate constructions. It has recently been recognised, however, that the opposite directionality may be more widespread in languages than has previously been thought. Evans (2007), in particular, has drawn attention across many languages to cases of syntactically subordinate constructions developing into main clauses. He refers to this process as ‘insubordination’. The insubordination process in the development of consecutive weqatəl and wayyiqtol does not fit the normal model of grammaticalisation. I hope to have shown, however, that they can be explained using the model of construction grammar, whereby components of constructions become more generalised through the cognitive process of schematisation.
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A TENSE QUESTION:
DOES HEBREW HAVE A FUTURE?

Aaron D. Hornkohl

1.0. Introduction

This paper’s admittedly ambiguous title refers to verbal semantics, specifically, to the question of the relevance of the notion of future tense—and of tense, more generally—to Biblical Hebrew (BH).

For many, the answer may seem so straightforward as to obviate the need for the question. But I expect something other than unanimity on just what the obvious answer might be. Some will take for granted the relevance of future tense in BH, since the language clearly provides means for reference to eventualities (i.e., actions, events, states, etc.) temporally posterior to the present. For others, the assumption will involve the patent irrelevance of the concept of future as one long ago discarded by BH scholars in the broader rejection of the semantic category of tense in favour of more appropriate categories. Among other things, the co-existence of these ‘obvious’ answers (along with others) justifies revisiting the question.
2.0. Clarifying the Argument: Tense, but Not Only Tense

In the context of current research on the BH verbal system, when one asserts that the forms express tense, there is a risk of misunderstanding from the outset. For the sake of clarity: I do not agree with older (and similar contemporary) claims that BH verbal semantics can be adequately described in terms of purely temporal reference. The semantic category of tense alone—whether construed as absolute or relative—is not sufficient to comprehend the full range of BH verbal semantics. But this differs from saying that BH verbal forms are not employed to express tense or that the BH verbal system may be adequately explained without recourse to tense. Tense is a legitimate and relevant, though by no means exhaustive, semantic category when discussing Hebrew verbs; Hebrew scholars and learners are not only justified, but obligated to speak of it in accounts of BH verbal semantics.

Happily, similar views are espoused by others, including some with articles in this volume. Consider the words of Matthew Anstey from a 2009 article on the qatal form:

This article follows those who think BH is tense-prominent... and adopts the position that QV [qatal] has Past as its core meaning, for the following straightforward reason: in the range of functions discussed below, Past is clearly the default interpretation in narrative and in reported speech. The other uses occur in much more restricted constructions and contexts (827).

On the yiqtol Anstey (827) says: “the Nonpast yiqtol, although also multifunctional, has a range of functions that is typical of
nonpast forms, namely, various imperfective and modal nuances, as well as habitual and generic uses.” Even more refreshing than Anstey’s ‘common-sense’ tense-prominent take on the BH verb,\(^1\) is the fact that, in using the description ‘tense-prominent’, he explicitly acknowledges the reality of polyvalent semantics, i.e., the expression of other Tense-Aspect-Mood (TAM) values along with tense.\(^2\)

### 3.0. Examining Questionable Assumptions

Scholarly fixation with uncovering the underlying, all-encompassing semantic category of the BH verbal system is deeply entrenched within the BH grammatical tradition, where its influence remains pervasive, but largely unnoticed and, problematically, unexamined. The basic assumptions behind the quest for a unifying semantic value warrant critical examination, as do the considerations that led to the rejection of certain values in favour of others. In many circles one encounters a troubling reticence to admit genuine tense expression via BH verbs.

Focusing, by way of example, on the prefix conjugation *yiqtol*—to be sure, students are routinely informed of some vague correlation between the *yiqtol* and futurity. Yet they are just as often warned that this is a sort of convenient, but misleading fiction, a well-meaning deceit grudgingly perpetrated against them

---

\(^1\) For an application Bhat’s (1999) notion of tense-prominence (as opposed to aspect- and mood-prominence) to the BH verbal system, see Hornkohl (2018, 28–33).

\(^2\) See also, more recently, Anstey (forthcoming). Buth (1992) also emphasises the combined TAM values of BH verbal forms.
by instructors pained by regret for, in the name of simplicity, misrepresenting the ancient Hebrew verb and mind. While one must avoid forcing BH grammar into categories foreign thereto, it is no less fallacious on the basis of real or perceived differences between BH and other known languages prematurely to exclude whole semantic categories from the analysis of BH.

To some extent, this is precisely what has been done. Already by the early modern period scholars had become convinced that tense was inadequate to encompass the totality of BH verbal meaning, especially because the relevant verbal forms not infrequently expressed meanings beyond, and even contrary to, what would be expected of them in a pure tense system. But all that this proved was that the category of tense was too narrow a parameter on its own for comprehending the full range of BH verbal semantics—not that the entire notion of tense needed to be discarded. While Hebrew instructors should certainly acquaint students with the pertinence and usefulness of all the TAM categories, aspect and mood should not be privileged at the expense of tense, as if the latter were merely a popular notion with no place in serious scholarly discussion or some sort of epiphenomenon of a deeper, truer reality.

Yiqtol is used to express far more than just the indicative future, but given both the frequency of its use to express indicative future semantics and its status as a default option for expressing the same, it is inaccurate and misleading to exclude from a description of yiqtol reference to tense, in general, and to future tense, more specifically.
4.0. A Brief History of Scholarship

4.1. The Medieval Period

A brief history of scholarship might help to explain how Hebraists came to feel so insecure about the future. Medieval Jewish grammarians apparently had no such misgivings, as they commonly spoke in terms of temporal categories (Téné et al. (1971) 2007, 58; McFall 1982, 1–10; Becker 2013, 124, 126). And since many of them had recourse to comparison with Arabic, not just western European languages, it must be emphasised that their adoption of a tense-prominent explanation for the BH verbal system was no likelier due to western scholarly bias than was the later western adoption of alternative descriptions.³

³ In the forceful words of Rainey (1990, 408–9):

In the present context, it remains to state the obvious fact that the behavior of the suffix verbal forms in the el-ʿAmārnah letters, as in the Hebrew Bible, is in flat contradiction to the prevailing theory that the basic meaning of the Suffix Conjugation is completed action. So we reject outright the use of the term “Perfect” for this conjugation pattern. It is irrelevant, inaccurate, and misleading. Our acceptance of the term “Imperfect” should in no way be construed as acquiescence to the common view that the ancient Semitic verbal systems were based on the expression of “aspect” rather than tense. The ancient Semites knew when to sow their fields and to milk their cows; their own language was quite adequate to explain these things to their sons. The idea that the Semites only viewed verbal action as completed or incomplete is a European conceit. It has no basis in fact.
4.2. The Enduring Influence of Early Modern Concepts

When we come to early modern scholarship, things get complicated. On the one hand, as already noted, certain early modern objections to a purely tense-based approach to the BH verb were and remain valid, especially the obvious intersection of tense and non-tense semantics in several of the forms.

Particularly vexing was the full yiqtol form (derived from PS yaqtulu, as opposed to, for example, the short yiqtol form that developed from PS yaqtul). That it serves regularly in BH to express values associated with all three tenses—future, gnomic (i.e., generic and habitual) present, gnomic (i.e., generic and habitual) past⁴—belied a unidimensional tense-based approach. The following examples showcase yiqtol forms with absolute future, (1)–(3) relative future (4)–(6), habitual present (7)–(9), and habitual past (10)–(12) semantics.⁵

⁴ For generic and habitual aspect as subtypes of gnomic imperfectivity, see Carlson (2012); Bybee et al. (1994, 126, 141) equate generic and gnomic. The basic distinction that Carlson (2012, 829–31) draws is that between expressions with individual or group subjects (habituals) and those with “[g]eneric noun phrases that do not intuitively designate any particular individuals or group of individuals.” I am grateful to Geoffrey Khan for highlighting this distinction.

⁵ Bybee et al. (1994, 126–27) usefully distinguish between habituality (customary action over a period of time), frequentativity (frequent customary action over a period of time), and iterativity (repeated action on one occasion); see also Comrie (1976, 26–27); Carlson (2012, 828–31). In BH, the former two categories more consistently correlate with explicit imperfective encoding than does the latter, e.g., the perfective iterative in וּוַיִּשְׁתַַּ֤ח אַַ֙רְׁצָה שֶׁ֣בַע פְׁעָמִִּ֔ים ‘and he bowed to the ground seven
4.2.1. Absolute Future

(1) וַיָּ֥שֶׁ֖ם יְהוָָ֗ה מֵעִ֣ד לְאֵֽפֶר־מַ֖֣חְרָּ֑ר יְהוָָ֖הֽ הַדָּבָּ֣ר הָֽזֽ

‘And YHWH set a time, saying, “Tomorrow YHWH will do this thing in the land.”’ (Exod. 9.5)

(2) כָּֽהּ אָמַּֽרְתָּ אֲדֹֽנֵי יַעֲלַּֽוּ דְּבָּ֖רִים עָלָֽיְּאָֽרֶם

‘Thus says the Lord YHWH: “On that day, thoughts will arise into your mind, and you will devise an evil scheme.”’

(Ezek. 38.10)

times’ (Gen. 33.3). Other semantic notions associated with imperfectivity, such as progressiveness (durativity of dynamic events), continuousness (durativity of states), and lexical frequentativity (e.g., English blabber from blab, crackle from crack) are also routinely conveyed without resorting to dedicated imperfective encoding. For example, the expression of continuousness with yiqtol or weqatal forms is not rare (see, e.g., Joosten 2012, 286, on statives), but is frequently formulated otherwise, e.g., qatal for extended and repeated action and for states (often associated with specific lexical aspects), as well as the participle for continuity of verbal eventualities (Driver [1892] 1998, 13, 15–16, 35–36; Joosten 2012, 84–93, 195–200, 242–43). Yet there are exceptions, in which various sorts of imperfectivity are identically coded, e.g.,

שְׁרָפִִּ֨ים ע מְׁדִַּּֽ֤יִם׀

‘Seraphim were standing above him, each with six wings: with two they covered (continuous) their faces, with two they covered (continuous) their feet, and with two they flapped (iterative). And each called (frequentative) to the other and said (frequentative) ‘Holy, holy, holy is YHWH of hosts. The whole land is filled with his glory.’ (Isa. 6.2–3).
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(3) וָּמַלֶּךְ שֵׁשַׁ֖וּמְלֶ֥֖כַּךְ יִשְׁתֶֹ֥ה אֹחֵֽרֶֽהָ֖׃
‘...And after them the king of Babylon will drink.’ (Jer. 25.26b)

4.2.2. Relative Future

(4) וַיֶּ֖כִּ֣ינוּ אֶחֲרֵ֑יהן עַד־בָּ֨וֹא יוֹסֵֽף בַּֽצָּהֳ֖רִים כִּי־שָָֽמְּעִ֑וּ כִּי־שָָ֖ם יִֽאֲכְּל֥וּ לָֽחָֽם׃
‘And they prepared the gift for Joseph’s coming at noon, for they had heard that they would eat there.’ (Gen. 43.25)

(5) וַיַּ֣חְתֶּ֔ם אֶת־הַבְּכָֽוֹר אֲשֶׁ֣ר יִֽמְלֶּ֗כָּהוּ וַּיִּעֲל֜וּ עַל־הָֽוָּלִ֛ים עַל־הָֽיִ֑ים...
‘Then he took his oldest son who was to reign in his place and offered him as a burnt offering on the wall...’ (2 Kgs 3.27)

(6) וַֽאֱלִישָֽע יִֽנְּשָׁ֣ח אֶחְֽלֹ֑ו אֲשֶׁר יָמֹ֖וּת בֹּֽוֹ...
‘Now when Elisha fell ill with the illness from which he would die...’ (Jer. 50.44)

4.2.3. Habitual Present

(7) וַּיִּ֣קַּח אֲלִ֔ישָׁע בֶּן־חָלֶ֖ו אֲשֶׁ֑ר יִֽמְלֶּ֗כֶֽהוּ עַל־הָֽוָּלִ֛ים וְּכָל־בְּכָ֖וֹר בָּֽנַי אֲפֶֽדֶּ֗ה׃
‘...Therefore I sacrifice to YHWH all the males that first open the womb, but all the firstborn of my sons I redeem.’

(8) אֲלִ֖ישָׁע חָלָ֑ו אֲשֶׁר יִֽמְלִֶ֖כֶֽהוּ וְּלָֽא בְּחִ֣ידַ֑ת וְׁתְּמֻנַּ֖ת יְֽהוָ֑ה יַבֵּֽיט...
‘Is it not with this that my lord drinks, and with this that he practices divination?...’ (Gen. 44.5)

(9) פָּחַ֖ס אֲלִישָׁע אֶרְבָּרָֽו וְׁמֵרוּאָֽה לְאָֽלָּל בֵּיתָ֖ה יִֽתְמַעַת יְ֑הוָֽה יַבֵּֽיט...
‘Mouth to mouth I speak with him, clearly, and not in riddles, and he looks upon the form of YHWH.’ (Num. 12.8)
4.2.4. Habitual Past

‘On the day when Elkanah sacrificed, he would give portions to Peninnah his wife and to all her sons and daughters. But to Hannah he would give a double portion...’ (1 Sam. 4–5a)

‘And the ravens would bring him bread and meat in the morning, and bread and meat in the evening, while from the brook he would drink.’ (1 Kgs 17.6)

‘Then they asked Baruch, “Tell us, please, how did you write all these words from his mouth?” Baruch answered them, “He would read all these words to me, and I would write them with ink on the scroll.”’ (Jer. 36.17–18)

None of the above meanings is anomalous; examples of each could be multiplied. While specific senses are especially characteristic of particular genres and/or text types—e.g., future yiqtol of direct speech, gnomic present yiqtol of proverbial statements, and habitual past yiqtol of background description within narrative—no meaning is limited to a specific genre or text type. Language users disambiguated meaning via inference from context, including a range of linguistic and extra-linguistic clues. An observation relevant to the future examples above: all of these exemplify indicative future, which term refers to the expression of
a verifiable future fact (see below). It should be noted that this is one of just several future-oriented semantic values commonly expressed by means of BH *yiqṭol*, many of which have varying degrees of deontic or weaker epistemic modal force (see below). As a standard option for all of the above semantic values, the *yiqṭol* form is polysemous, being regularly employed to express several semantic combinations of TAM values. From this perspective, the *yiqṭol* form is no more easily explained today by recourse to a single, all-explanatory semantic dimension than it was in previous generations.

Early modern approaches were hampered by more than just reductionism. They were also impaired by fundamental misunderstandings regarding the development of BH (and other Semitic languages) and simplistic and/or conflation in TAM notions. Though he is not always cited, S. R. Driver’s views continue to influence scholarship. As such, the misplaced assumptions and misunderstandings that played a part in his (and contemporaries’ as well as successors’) rejection of tense in favour of aspect need to be acknowledged and rectified. One acknowledged problem in Driver’s approach was conflation of short *yiqṭol* (\(< PS yaqtul\), used mainly as a jussive or as a simple past in *wayyiqtol*) and full *yiqṭol* (\(< PS yaqṭulu\)),\(^6\) whereby he was compelled to posit a fundamental semantic value capable of explaining a BH *yiqṭol* that was not just temporally polysemous, but very nearly pansemic: simple and habitual past, habitual present, indicative and

volitional future ([1892] 1998, 75–79). Given the strong inclination to uncover a single comprehensive category for BH verbal semantics, it is no wonder that Driver (and others) rejected tense.

In hindsight, it might be argued that the very attempt to describe a multi-dimensional object in terms of a single dimension was from the outset ill-conceived and destined to fail. No monovalent description was ever going to capture a polyvalent reality. But in this case, the replacement of tense with aspect consisted not merely in the substitution of one semantic category with a different, equally valid one, but in the replacement of a strongly relevant semantic category with a faulty version of one far less relevant. A glaring weakness in Driver’s and similar approaches was the problematic nineteenth-century conception of what is today called grammatical or viewpoint aspect—a conception that, due partially to Driver’s stature, continues to plague Hebrew studies to this day. Rather than a system combining the notionally distinct (though often practically and linguistically intertwined) categories of tense and aspect, the proposal was to account for apparent tense expressions as functions of aspect. ‘Past’ was replaced with ‘perfect’ or ‘complete’ and ‘future’ with ‘imperfect’, ‘incipient’, and ‘nascent’. Beyond the fact that such substitution in no way resolved the basic problem of collapsing multiple dimensions into one, the theory suffered the same fatal vulnerability as modern iterations thereof: conflation of distinct

---

7 To his credit, Driver ([1892] 1998, 35–36, 166–168) correctly viewed the active participle, not the yiqtol form, as the default for progressive/continuous action, both past and present.

semantic categories, namely, the popular misconception of a one-to-one correspondence between *past tense* and *perfective aspect* and between *future tense* and *imperfective aspect*. Rather, it must be emphasised that multiple tense–aspect combinations are possible. Past eventualities can be presented perfectly or imperfectively, e.g.,

(13) past tense + perfective aspect
   I *showered* this morning.

(14) past tense + imperfective (progressive/continuous) aspect
   I *was showering* this morning (when the phone rang).

(15) past tense + imperfective (habitual) aspect
   When I lived in Galveston, I *showered/would shower/used to shower* at least twice a day.

Likewise, future eventualities can be served up in various sorts of aspectual packaging, e.g.,

(16) future + perfective aspect
   I’ll *arrive/I’m going to* (or gonna) *arrive/I’m arriving/I arrive* tomorrow afternoon.

(17) future + imperfective (progressive) aspect
   (When you call me) Tomorrow afternoon at 4:30, I’ll *be arriving/I’m going to* (or gonna) *be arriving*.

(18) future + imperfective (habitual) aspect
   (Now that you’ve hired me, you’ll find I’m very reliable.)
   I’ll *arrive* on time every day.

The key is that, contrary to what students are often led to believe by BH grammar books, in no way does the completive, global sense of perfective aspectual presentation dictate anterior
temporal location, nor is the open-endedness of imperfective aspect a ‘natural’ fit for future. By the same token, neither do past and future tense by default entail, respectively, perfectivity and imperfectivity.

To be sure, in the world’s languages certain common tense–aspect combinations come to be represented by dedicated encoding. For example, the combinations past–perfective, past–imperfective, and various types of present–imperfective are far more commonly associated with dedicated morphological, syntactic, and/or lexical coding than, say, future–imperfective, as in (17)–(18), above, or present–perfective. Though BH is not unique among the world’s languages in having verbal forms (i.e., yiqṭol, weqatal) doubly tasked with conveying both future tense and imperfective aspect, there is no logical requirement according to which the two values must be combined within a single form. Indeed—and this is a crucial point not often mentioned in grammar books—in BH the two values generally do not combine: when yiqṭol is employed to express a future eventuality, it is most often

9 In both English and BH (as in many languages), the default aspectual interpretation of present tense forms is in the nature of things imperfective, since principal uses are to describe what is currently happening (actual present) or what happens with a degree of regularity (generic present), neither of which entails an end point. However, certain specialised uses of present-tense forms must be categorised as perfective, e.g., performatives (I hereby confirm...), sports commentating (He shoots! He scores!), and choose-your-own adventure/joke/riddle genres (You enter a bedroom. There are thirty-four people. You kill thirty. How many are in the bedroom?). Note: these differ from the so-called ‘historical present’, whereby present-tense grammatical forms are for the sake of vividness used to narrate past events.
to be construed as perfective, i.e., with the eventuality viewed as a global, completive whole, including starting and end points, or as aspectually undefined.\(^\text{10}\) Conversely, when *yiqtol* has genuine imperfective aspectual force, crucially, it refers not to the future, but to present or past.\(^\text{11}\) Compare, in this connection, the perfective reading of the examples of future *yiqtol* in (1)–(6), above, with the imperfective character of non-future *yiqtol* in examples (7)–(12). Clearly, the *form* is versatile, covering both futurity and imperfectivity, *but its future and imperfective values are in reality mutually exclusive*. This stands in stark contrast to what one finds in many teaching grammars and well-intentioned blogs, and even some dedicated scholarship. Despite years of scholarly critique,

\(^{10}\) In agreement with Cook (2012, 221). In English, too, the default interpretation of future verbs is perfective or undefined, with inference of alternative meaning based at least partially on the lexical aspect of the relevant verb. In the interests of clarity, it is worth emphasising that default perfective interpretation of future forms is not limited to the English construction known as *future perfect*. In other words, the future options *He will return/is returning/returns/is going to (or gonna) return tomorrow at 7pm* is no less perfective than *He will have returned by tomorrow at 7pm*. In all options, the act of returning is understood as a completive whole, rather than as progressive, durative, or habitual. The difference is that the future perfect is a relative tense option denoting temporal location in relation not just to speech time (like the other alternatives), but to a reference time as well. The future perfect makes an assertion about a future situation relative to a completed event, not about the event itself.

\(^{11}\) See Hornkohl (2018, 29–30) for examples in BH of both the default perfective or undetermined aspectual character of the future and the explicit signalling of future imperfectivity via alternative means.
it seems fair to say that the fallacy of a purely aspectual paradigm that conflates tense and grammatical aspect still afflicts the field. This is lamentable, not just because the relevant categories of tense and mood get short-changed, but because the category of aspect itself—also essential for understanding BH verbal semantics—is still so poorly understood among non-specialists.

4.3. Representative Examples of Recent Scholarship

Certain elements in modern aspect- and mood-prominent approaches to BH are compelling; others arguably obfuscate, rather than clarify, matters. One difficulty confronting any approach, whatever the semantic category (or categories) deemed prominent, is the semantic opacity and underspecification of *yiqtol* morphology. Unlike the *qatal* form, whose morphological and semantic development can be confidently traced,\(^\text{12}\) such clarity in the case of proto-Semitic *yaqtul* morphology is conspicuously lacking.\(^\text{13}\) Based on cross-linguistic tendencies in the evolution of verbal semantics, along with what can be gleaned about the verbal systems of other ancient Semitic languages, scholars have reconstructed more or less plausible semantic values for the proto-

\(^{12}\) Cook (2012, 203–4). Examples of historically traceable development within other language families include the transparent voluntative origins of English future *will*; Romance futures built from infinitive + ‘have’, e.g., Latin *amare habeo* ‘I have to love’ > Italian *amerò* ‘I will love’; Germanic perfects composed of ‘have’/‘be’ + past participle.

\(^{13}\) In agreement with Cook (2012, 219): “The second complication for substantiating imperfective *yiqtol* is that the comparative-historical evidence is simply not as transparent for the form compared with the case for *qatal*.\)”
Hebrew forms from which the values of documented BH verbs allegedly developed. It is important to emphasise, though, that such reconstructions are no more than learned exercises in conjecture, not even offering something approaching real probability. If one could be sure of the nature of the prehistoric proto-Semitic verbal system(s), or even of the nature of the systems in the documented ancient Semitic languages, then perhaps—and only perhaps—on the basis of that knowledge, one could achieve probability regarding the general character of the BH verbal system. As things stand, however, the obsolete approaches, lack of consensus, and uncertainty typical of scholarship on the intensively studied BH verbal system also characterises—to varying degrees and in varying combinations—scholarship on the verbal systems of its often less intensively studied sister languages, to say nothing of their respective linguistic antecedents. With this in mind, when it comes to ancient Semitic languages, proposals regarding developmental probabilities based on typology and common grammaticalisation paths must be judged speculative.  

In view of the paucity of ancient Semitic verbal morphology, it seems possible, if not likely, that TAM values were variously combined in the Semitic languages from the earliest times.

---

14 The same does not necessarily apply, however, to modern Semitic chronolects, e.g., vernacular Arabic dialects, Neo-Aramaic dialects, Modern Hebrew, where scholars often have access to far more information, including both considerable historical data and data from mother-tongue informants.
4.3.1. Aspect and Aspect Prominence

John Cook’s oft-cited 2012 aspect-prominent treatment of BH is arguably one of the more lucid, current, and thoroughgoing on offer. Cook seeks to account for the intricacies of BH verbal semantics on the basis of common cross-linguistic patterns of TAM development, typological comparisons, and grammaticalisation paths. His account is persuasive in some cases (e.g., the proposed evolution aspect > tense in the case of BH qat’al); it is intriguing, but open to question, in others. For example, on yiqtol Cook himself (2012, 221) admits that the “progressive-imperfective path of development does not adequately account for the future and irrealis mood meanings that the yiqtol conjugation expresses in BH.” He manages to explain the centralisation of yiqtol’s ostensibly once-peripheral “general (perfective) future” and “subjunctive” values on the assumption that an early progressive yiqtol with peripheral future and habitual force lost its progressive meaning due to competition with the participle. This proposal merits far more attention than it can be given here. Of immediate pertinence is Cook’s explicit acknowledgement of genuine temporal, aspectual, and modal semantics. Albeit endorsing an aspect-prominent view of the BH verb, he readily acknowledges

15 Citing Andrason (2010, 36 n. 50).
16 Cook’s argument is based on Haspelmath’s (1998) work on old present tense forms that develop anomalous meanings.
17 In this connection, it is pertinent to cite Geoffrey Khan’s contribution to the present volume, in which he traces the path progressive > habitual > modal/future for the Neo-Aramaic historical participle qat’el.
the reality, and even centralisation, of temporal and modal expression, too.

The most obvious problem with an aspect-prominent classification of BH is its lack of synchronic explanatory power.\(^{18}\) whatever the upside of an aspect-prominent account of the development of BH verbal semantics, as Hornkohl (2018, 29–30) notes, a decisive downside is the limited role that aspectual distinctions actually play in the classical BH verbal system as documented in ancient sources. Whereas aspectually prominent languages regularly oblige users to select between aspectual alternatives (such as the choice in the case of many ancient Greek verbs between perfective and imperfective roots in the past, imperative, and infinitive), in BH this choice is relevant only in the sphere of the past, since, as already stated, future tense verb

\(^{18}\)Cook (2012, 208) readily acknowledges the diachronic perspective of his approach. In his discussion of the qat\(\text{\`a}\)l form he summarises: “This reconstruction has been argued, not based on statistical analysis of individual examples, but primarily on the basis of typological arguments along with the consensus views regarding the primary meanings of the conjugation in each period.” Aside from the fact that the best that such typological arguments can offer is probability based on comparison—which is hardly probative, since, in respect of the semantic development of any given feature, it is possible that BH (or any language) simply ‘took the road less travelled’—as noted above, there are considerable grounds for suspicion when it comes to “consensus views regarding primary meanings.” At least as far as BH is concerned (and likely other ancient Semitic languages, too), scholars have all too often simply rehashed outmoded theories and dressed them up in modern linguistic jargon, without properly addressing the questionable or even fallacious assumptions on which they rest.
forms default as aspectually perfective or undefined and present tense verb forms are by default imperfective. Further, even in the sphere of the past in BH, the unambiguous expression of habituality via use of an explicitly imperfective *yiqtol* or *weqatal* is optional; even where adverbials and/or verb forms in the context indicate habituality, eventualities can be expressed with the default perfective past forms (*qatal*, *wayiqtol*), e.g.,

(19) וַיְֵ֫כְִּלֵ֣ה שָרִ֥י פֶּלֶּֽשְׁתֵּים מִצְּלָּֽמַיִּלּוֹן וַיְֵ֫כְִּלֵ֣ה מִּכֹּל עַבְּדֵי שֶׁ֥֖אֹלִיש...  
‘Then the commanders of the Philistines came out to battle, and as often as they came out, David succeeded more than all the servants of Saul...’ (1 Sam. 18.30)

(20) וַיְֵ֫לִקְִטֵ֣ה אֶתְּכֹּל אֲכָלֹו יַמְּיֵֽה שָׁמָּֽס׃  
‘And they gathered it morning by morning, each one according to their consumption, but when the sun would grow hot, it would melt.’ (Exod. 16.21)

(21) שָֽטוּ הָעִָ֨ם וְׁלָָֽקְִטֵ֣ו וְׁטָחֲנֶ֣ו בָּרֵחִ֨י דָבוּךּוּ בָּּֽרֵחִי  
‘The people set out and they would glean and they would grind it with a hand mill or they beat it in a mortar...’ (Num. 11.8)

---

19 The BH imperative also defaults as aspectually perfective or undefined, a given verb’s lexical aspect and other clues aiding in semantic disambiguation. By contrast, RH, often deemed less aspect-prominent than BH (Cook 2012, 208, 221–22), allows for imperfective imperatives, as it permits the volitional use of the *ḥāydā* + participle construction, chiefly restricted to the sphere of the past in BH.

20 For further examples of *wayyiqtol* forms where one might expect imperfective alternatives, see the lists given in Joosten (2012, 174, 178).
The explicit signalling of grammatical aspect is neither obligatory nor pervasive in the BH verbal system.\textsuperscript{21}

This dissonance between Cook’s theory and reality inevitably results in strange terminological and notional pairings in his argumentation, some of which are disturbingly reminiscent of early modern attempts to unite all verbal semantics under the banner of a single value. Despite Cook’s aforementioned awareness that Hebrew verbal semantics can be plotted along all TAM dimensions, his version of aspect-prominence seems to ill-suit the facts on the ground. Thus, Cook (2012) insists on a “perfective qatal” (205–8) that is largely the semantic equivalent of “simple past” wayyiqtol (256–65), and on an “imperfective yiqtol” that “only infrequently expresses past and present imperfective” meanings, “while (general) future and subjunctive meanings are becoming primary functions” (221). More categorically on yiqtol semantics:

while yiqtol continues to be employed for some imperfective expressions, the progressive [i.e., predicative participle] is the more favored construction for these expressions, while yiqtol is preferred for future and subjunctive (irrealis) expressions, which tend toward perfective aspect (267).

Finally, forestalling the argument that Cook is interested only in the historical development of BH verbal semantics, rather

\textsuperscript{21} These are two of Bhat’s (1999, 95–97) four criteria for assessing TAM prominence within verbal systems, the other two being grammaticalisation and systematicity (paradigmatisation). Morphosemantic uncertainty involving PS yaqtol hinders assessment of the extent to which TAM categories have been grammaticalised or systematised in BH.
than dominant synchronic uses, his summary tables explicitly classify the BH *qatal* as perfective (208) and the *yiqtol* as imperfective (222).

Table 1: BH *qatal* resultative path (adapted from Cook 2012, 208)

<table>
<thead>
<tr>
<th>Common Semitic resultative</th>
<th>West Semitic perfect</th>
<th>BH perfective</th>
<th>RH simple past</th>
</tr>
</thead>
</table>

Table 2: BH *yiqtol* progressive path (adapted from Cook 2012, 222)

<table>
<thead>
<tr>
<th>Central Semitic progressive</th>
<th>BH imperfective</th>
<th>RH irrealis</th>
</tr>
</thead>
</table>

Even if one accepts the basic correctness of the suggested ‘resultative path’ for *qatal* and the ‘progressive path’ for *yiqtol*, based on the dominant BH uses of these forms and in the absence of documented forms of BH in which *qatal* and *yiqtol* have as their core meanings the semantic values schematised in the tables, it would be more accurate to substitute ‘proto-Hebrew’ for BH and postpone BH on the developmental continuum, closer to RH.

### 4.3.2. Modality and Mood Prominence

It is also sometimes argued that BH verbal semantics operates on the basis of a fundamentally modal distinction: *realis* versus *irrealis*. In his classic work on tense Comrie (1985, 45) notes that languages that draw this distinction often group perfective past and actual present in the realis category, while “irrealis is used for more hypothetical situations, including situations that represent inductive generalisations, and also predictions, including predictions about the future.” The potential relevance of this dichotomy for BH verbal semantics is apparent. In addition to
indicative (absolute and/or relative) future—asserting the certainty of an eventuality posterior to the present—yiqṭol and weqatāl are employed to express various shades of deontic and less-than-certain epistemic modality, and the habitual present and past, but—crucially—not the cardinal realis values of progressive, whether the actual present or past continuous (i.e., present and past progressive, respectively, in BH both the purview of the active participle), or perfective past (typically conveyed in BH via qatāl and wayyiqṭol). Joosten’s 2012 (31–33) monograph on the BH verbal system is a recent application of a modal approach to BH.

Even so, it seems prudent to raise a few considerations. First, as Comrie (1985, 44) writes:

...the question of whether future time reference is subsumed under tense or mood, whether in general linguistic theory or in some specific language, is an empirical question that can only be answered on the basis of the investigation of grammatical expressions of future time reference across a number of languages.\textsuperscript{22}

I take this to mean that, from a linguistic perspective, evidence of TAM categorisation in real human language data should trump arguments from other domains of enquiry, e.g., philosophy, psychology, theology, physics, quantum mechanics, etc. In this vein it is telling, though not decisive, that some concerned typologists entertain serious doubts as to the centrality of the realis–irrealis dichotomy, highlighting the notional looseness of modal categories as well as the various and idiosyncratic ways in which

\textsuperscript{22} See also Lyons (1968, 311).
individual languages differ with respect to assigning meanings to the so-called realis and irrealis categories.\textsuperscript{23} There are, also, of course, alternative (partially overlapping) modal dichotomies, e.g., indicative versus subjunctive or assertion versus non-assertion (Palmer 2001, 3–4) and epistemic versus evidential (Palmer 2001, 8–9).\textsuperscript{24} However, notwithstanding the diverse degrees to which apparently mood-prominent languages fit prototypical mood-prominent divisions, it must be admitted that semantic distinctions in BH conform well to a common cross-linguistic pattern of modality expression, lending apparent credence to a modal

\textsuperscript{23} See Bybee et al. (1994, 236–39); cf. Palmer (2001, 2, 188–91). One of Cook’s (2012, 219) objections to Joosten’s mood-prominent theory of BH is that the latter “must make the category ‘modal’ endlessly elastic, such as by the claim that ‘there is something inherently modal about questions (Joosten 2002, 54).” While defining mood remains problematic, interrogative modality is recognised cross-linguistically (Palmer 2001, 172) and would seem to have relevance for the semantics of the BH yiqtol form. It is interesting that the prose examples of progressive yiqtol cited in both Waltke and O’Connor (1990, 504) and Cook (2012, 268) are restricted to questions. Arguably, the modal character of interrogatives is intrinsically both epistemic (involving uncertainty) and deontic (imposing the questioner’s will on the interlocuter in the form of expecting an answer). This accounts for the reference to the actual present via a mix of yiqtol in the question and predicative participle in the answer in וּוַיִּמְצָא ֶׁ֖֣ה אִִּ֔יש וְׁהִּנ ָּ֥ה ת ע ָ֖ה בַשָד ֹ֑ה וַיִּשְאָל ֶׂ֧הוּ הָאִָּ֛יש ל אמ ָ֖rer מַה־תְׁבַק ָֽש׃ וַי ֕אמ ר א ת־אַחַָ֖י אָנ כִֶּׁ֣י מְׁבַק ֹ֑ש ‘And a man found him wandering in the countryside. And the man asked him, “What are you looking for?” And he said, “I am looking for my brothers…”’ (Gen. 37.15–16a).

\textsuperscript{24} Indeed, together with tense, aspect, and mood, some scholars treat the parameter of evidentiality as a fundamental semantic category, in which case TAM becomes TAME (Dahl 2013).
categorisation of BH centring on the realis/irrealis distinction. Be that as it may, mood-prominent approaches to BH arouse doubts similar to those that attach to aspect-prominent approaches.

Pedagogically, it is legitimate to ask whether this is just one more way for students to misunderstand the BH verbal system, specifically, and ancient Israelite cognition, in general. With special regard to the notion of future, will learners misconstrue the idea of a concept of future defined as inherently irrealis as evidence that BH users conceived of time posterior to the present as particularly hazy or nebulous compared to that envisioned by users of other languages? This would be unfortunate. Given persistent misconceptions regarding the BH verbal system among not just students, but professional academic practitioners in such fields as Hebrew studies, Semitics, linguistics, Biblical Studies, and theology, it is especially incumbent upon Hebrew language specialists, whatever TAM-prominence they avow, to combat such fallacies by emphasising the combined TAM expression of the BH verb system.

Secondly—and most importantly—from the standpoints of actual synchronic language use and terminological and notional precision, it is reasonable to question the legitimacy of describing BH as mood-prominent. The reckoning of modality as pervasive in BH is contingent on a few assumptions. First, mood must be understood to include not only the restricted deontic modality of the first- and third-person directive–volitive *yiqtol* forms—i.e., those with volitive force explicitly signalled by means of clause-initial word order, special morphology (e.g., short jussive, lengthened cohortative), and/or special particles (ותָּא, ול)—but also that
of those *yiqṭol* forms that Dallaire (2014, 39) calls ‘nonvolitive modals’, i.e., those that denote shades of deontic and epistemic modality far broader than the modality expressed via the explicit directive–volitives and without the aforementioned syntactic, morphological, and/or lexical indications of volitivity.\(^\text{25}\) Second, non-volitional modality must be understood to include not just shades of what are traditionally considered meanings associated with deontic and epistemic modality, but also various shades of non-volitional modality.

\(^{25}\) In addition to Dallaire, the distinction between the modality of the BH directive–volitives and that of the *yiqṭol* and *weqāṭal* forms more broadly has been repeatedly discussed. Hornkohl (2018, 31–32) contrasts the classic BH directive–volitive triad of cohortative, imperative, and jussive with what he calls the ‘unmarked deontic modality’ of standard *yiqṭol* and *weqāṭal* when the latter denote degrees of obligation. Cook (2012, 247–48) distinguishes between the directive–volitive system and irrealis *yiqṭol*, the former always indicating subjective deontics (with speaker-oriented obligation), the latter either subjective or objective deontics (where the speaker is not the source of obligation). Cook expressly bases himself on Verstraete (2007, 32–35), but see also Bybee et al. (1994, 177–79), who contrast speaker-oriented modality and agent-oriented modality. For her part, Shulman (2000, 180) distinguishes between jussives, for deontic modality, and indicative forms, for either epistemic or, more rarely, deontic modality. It is not surprising that *yiqṭol* should merge deontic and epistemic modality; consider the fact that English modals such as *can*, *could*, *may*, *should*, *ought to*, *must* have both deontic and epistemic modal force. It is beyond the scope of this article to explore the merits of these approaches. For present purposes, it is sufficient to note the broad recognition that *yiqṭol* routinely expresses deontic modal force including, but also beyond, the narrow semantic confines of the directive–volitive categories. As Dallaire states, the non-volitional modality of BH *yiqṭol* is characteristic of BH *weqāṭal*, which Cook renames “irrealis qatal” (2012, 249–56).
habituality and—crucial to the present discussion—indicative futurity.

In this connection, it is worth considering two complicating factors, both raised by Comrie. First,

the so-called future tense in English makes a clear prediction about some future state of affairs, and is in this way clearly distinct from modal constructions that make reference to alternative worlds. Thus *it will rain tomorrow* is a very definite statement about a state of affairs to hold at a certain time subsequent to the present moment, and its truth can be tested at that future time by seeing whether it does in fact rain or not. This can be contrasted with *it may rain tomorrow*, which is simply a claim about a possible world in which there is rain tomorrow; the truth value of this statement cannot be assessed by observing whether or not it rains tomorrow (since both presence and absence of rain are compatible with *may rain*)—indeed, evaluation of the truth of such a modal statement is extremely difficult, involving demonstrating the existence or non-existence of a certain possible world which may not coincide with the actual world. *It is thus possible to have future time reference which is not necessarily modal.* (Comrie 1985, 44; italics mine: ADH).

Second, observing that English has several options for future encoding, Comrie (1985, 46–47) notes that one difference between the future as encoded with the English present tense, e.g., *the train departs at five o’clock tomorrow morning*, is that this usage is generally felicitous only in the case of planned/scheduled events. He compares the generally infelicitous *it rains*
tomorrow.\(^{26}\) This has relevance for BH. Among BH options for expressing indicative future semantics is the active participle, with its default realis progressive force, e.g.,

(22) יָשָׁמְרָם אֲלֹהִים אֲבָל שָרְה אֲשֶׁתְךָ, לָךְ לֹא יָקִרַאת אֶת שֵׁם יִשָּׁמְרוֹתְךָ.

‘God said, “No, but Sarah your wife will bear you a son, and you shall call his name Isaac...”’ (Gen. 17.19a)

If future marking is by definition modal, then this means the participle, one of whose default senses is the prototypically realis value of actual present, also has irrealis use as a future. The same logic applies to the participle encoding habitual semantics, e.g.,

(23) שָׁלַחְנוּ אֲנִי לִי הָעָלָה כָל פֶּטְרֵיהֶם וּכָל בְּכוֹרֵיהֶם וְּכָל בָּנֹי אֲנִי פְּדֵה׃

‘Therefore I sacrifice to YHWH all the males that first open the womb, but all the firstborn of my sons I redeem.’

(24) וְהָעָלָה רֹבִים מְבִיאִים לָוֹ לָחֶם וּבָשָׂר בֵּלֵךְ וּבָשָׂר בֵּלֵךְ בַּבּוֹר בְּעַל הַנַּחַל יִשְׁתֵּה׃

‘And the ravens would bring him bread and meat in the morning, and bread and meat in the evening, while from the brook he would drink.’ (1 Kgs 17.6)

Conversely, perhaps the future use of the participle should be viewed as encoding a relatively indicative futurity in line with the typically realis semantics of the present progressive. But if so, then it stands to reason that when a similar future value is expressed by the yiq\(q\)\(\)tol, this should also be categorised as realis future.

With regard to subsuming habituality under modality—by virtue of the fact that they refer to discrete, actualised, falsifiable

\(^{26}\) See also Bybee et al. (1994, 149–50) and, regarding BH, Cook (2012, 232–33).
eventualities, the perfective past and progressive and continuous past and present may deserve a higher realis score than the gnomic or habitual past and present. But surely the realis–irrealis dichotomy is a cline, with they used to eat cake and they eat cake much closer on the scale to they ate cake, they were eating cake, and they are eating cake than to they may/could/ should/must eat cake, I wish they’d eaten cake, or let them eat cake!

These objections are not necessarily fatal to mood-prominent approaches to BH, nor to the widespread irrealis classification of futurity and habituality, but they do underscore a difficulty inherent in determining the ‘basic’ meaning of a multifunctional form (here, yiqtol). As with the suggested modal cline, it is probably advisable to view the modality of futurity as scalar, from absolute certainty, expressing total conviction, and/or mere description, on the one hand, to possibility, doubt, and/or expression of will, on the other.27 This arguably necessitates the recognition of indicative futurity.

Though there are theoretical and philosophical arguments, supported by both cross-linguistic evidence and diachronic typology paths, in favour of the view that future-oriented and habitual utterances should by their nature be deemed modal,28 there are also valid reasons for doubting whether this should necessarily be seen as a linguistic universal (Hornkohl 2018, 31). Just as some of the parameters of tense and aspect are often conflated,

27 I wish to express my thanks to Geoffrey Khan for a useful discussion on the various levels of future certainty.

28 Hatav (1997, 29); Joosten (2012, 33); Penner (2015); on Penner see (Hornkohl 2016).
so some conceptions of modality may gratuitously blur temporal, aspectual, and modal dimensions that it is useful to keep separate. In the light of Bhat’s (1999, 175–78) contention that the TAM classification of, inter alia, future and imperfective past should be done on a language-by-language basis with reference to the way in which each language patterns in terms of TAM-prominence, and considering the ongoing lack of consensus regarding both modality, in general, and the nature of the BH verbal system, more specifically, the subsuming of apparent temporal and aspectual nuances in BH under a realis–irrealis modal rubric should not be considered a foregone conclusion.

5.0. Conclusion: Indicative versus Modal Future

To bring this discussion to a close, it will be useful to consider various shades of future expression in BH. While there is a growing body of research supporting the semantic distinction in BH between directive–volitive modality and broader modality, it is not obvious that all shades of futurity and habituality should necessarily be included in the latter. Pending a more definitive verdict from language typologists on the suitability of mood, especially the dichotomy of realis–irrealis, as an umbrella concept suitable for encompassing not just modal categories as typically understood, but also values traditionally categorised under tense, e.g., indicative future, and aspect, e.g., habitual, it seems prudent to discuss BH verbs using a clear, notionally distinct, three-dimensional TAM axis with semantics of individual verbs plotted using discrete temporal, aspectual, and modal terminology.
Indeed, even given the acceptance of an over-arching realis–irrealis distinction, TAM terminological precision will remain useful.

As evidence for the enduring explanatory value of the notion of indicative future, consider the contrasting semantics of the following pairs of examples.

(25a) ... אַתְיוֹinaire וְּאֶלֱָ֚יהָ יְָ֖הוָּה תִּירָָ֖א וְׁא תֶׁ֣וֹ תַעֲב ֹ֑וד

‘YHWH your God will you fear and him will you serve…’
(Deut. 6.13)

(25b) ... וְׁע ל־ח רְׁבְׁךָ֣ תִֶֽחְׁיֶֶ֔ה וְׁאֶת־אָחִַ֖יך ת עֲב ֹ֑וד

‘...and by your sword you will live and your brother you will serve…’ (Gen. 27.40)

There is a difference between the future-oriented prescriptive ‘you will serve’ in (25a) and the future-oriented, but purely predictive ‘you will serve’ in (25b). The former is a clear example of Dallaire’s ‘nonvolitive’ (i.e., agent-oriented [Bybee et al.] or objective deontic [Verstraete; Cook]) modality—not a (directive–volitional [Dallaire], speaker-oriented [Bybee et al.], or subjective deontic [Verstraete; Cook]) wish, but description of obligation (see above, n. 25)—while the latter merely relates a not-yet-realised eventuality as an inescapable future fact. Similar contrastive examples include the following pairs, in each of which example (a) has broad non-volitional modality, while (b) conveys a future eventuality considered an indicative fact:

(26a) ... גַּם הַדִָ֔ם הָּ֥וּא יָמִָּ֖ית א ת־הָר צ ֹ֑חַ בְׁפִּגְׁעוֹ־בָ֖ו הָּ֥וּא יְׁמִּית ָֽנוּ

‘The avenger of blood—it is he that will put the murderer to death; when he meets him, he will put him to death.’
(Num. 35.19)
In such cases, the verbs with indicative future semantics are classifiable as modal only if indicative futures are so deemed by...
definition. If this turns out to be the collective decision taken by linguists, based on empirical cross-linguistic typological data, in conjunction with Hebraists, in view of language-specific TAM-prominence patterns, then so be it. However, on the assumption that the aim of an account of BH verbal semantics is (at least partially) to capture how users expressed and interpreted TAM values, then, given the reality of the semantic distinction observed in the foregoing examples, even if the two nuances are conveyed by one and the same verbal form, it is useful, if not essential, to retain a place in BH analysis for indicative future semantics and to keep this notionally and terminologically separate from the category of non-volitional modality.
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1.0. Preliminary Remarks

Syntax and semantics vie for the attention of Hebraists. This means that pragmatics, while important, typically remains underappreciated and understudied.\(^1\) Pragmatics, broadly defined, “is the systematic study of meaning by virtue of, or dependent on, the use of language,” which includes “implicature, presupposition, speech acts, and deixis” (Huang 2015, 2). In Hebrew studies, most pragmatic research centres on information structure [IS].\(^2\) That is the “packaging of information that meets the immediate communicative needs of the interlocutors” (Féry and Krifka 2008, 123).

---

\(^1\) Some well-known exceptions are Muraoka (1985) and Khan (1988).

\(^2\) See, for example, Shimasaki (2002); Holmstedt (2005; 2009; 2011); Van Hecke (2010); Hatav (2017); Hornkohl (2018); Khan (2019); Moshavi (2010).
Two important, though often debated, categories of IS are *topic* and *focus*. Though variously defined, *topic* generally has to do with what the communication is about (Mosahvi 2010).³

(1) נֶֽבֶטּ תֶלֶת הָבֵ֥שׁ

‘No sooner had Boaz gone up to the gate…’ (Ruth 3.17)

In (1), Holmstedt (2009, 130) observes that the *topic* (Boaz) “orients the reader to which character is acting at a major transition in the book.”

*Focus*, on the other hand, denotes a choice from at least two options, as Hornkohl (2018, 34) illustrates in (2):⁴

(2) וַיִּֽאמְרֻנָּ֖ה אָלֶֽיכָּמָ֥י מִי לָאָֽשֵׁ֑ה הַדָּבַ֖ר הַזֶּֽה וַיָּ֑דְרַשׁ וַיִּֽֽֽֽבְּֽקַ֣שׁ וַיְֽאָמְרֵ֖ו גֵּדִ֑ים בֶּן־יְוָֽאָשׁ לָאָֽשֵׁ֑ה הַדָּבַ֖ר הַזֶּֽה׃

‘So they said to one another, “Who has done this?” After searching and inquiring, they were told, “Gideon son of Joash did it.”’ (Judg. 6.29)

Research on IS in Biblical Hebrew relies primarily on the establishment of *common ground* [CG] and syntax and not, for

³ Firbas (1992), on the other hand, frames *topic* in terms of *given* or *new* information, and not ‘aboutness’.

⁴ Buth (1999, 81) adds more detail to the contrastive feature of *focus*, writing, “It maybe contraexpected, that is, the speaker/writer assumes his or her audience maybe expecting something different and so marks it for Focus. It may also be *new* information that is specially marked to fill in, or to complete, assumed missing information. It may also be *old* information that needs special reinforcement, through repetition.” While scholars typically describe *focus* as contrastive, Hornkohl (2018) observes that *topic* can also be so.
example, on intonation, which is critical for the study of pragmatics in non-ancient languages.\(^5\) CG designates the shared information which “is continuously modified in the course of communication” and includes presuppositions, assertions, and discourse referents (Féry and Krifka 2008, 125). Speakers/authors manage CG in part through syntax. Thus, it is no surprise that much of the research on IS in Biblical Hebrew deals with word order.\(^6\)

Let us take (3) as an example.

(3) אֲשֶׁר שָׁלַַ֤ח יְהוָה ּ֙ ל מְשָׁחֳךִּ֣֙ לְמֵֶ֔לֶךּ

‘The LORD sent me to anoint you king.’ (1 Sam. 15.1)

The object (יְהוָה) in (3) begins the speech. Irrespective of one’s view of the basic word order in Biblical Hebrew,\(^7\) virtually everyone would agree that יְהוָה has been moved to the front of the sentence for some pragmatic purpose.\(^8\) However, scholars expend

---

\(^5\) Van Hecke (2010, 58) writes that intonation being “one of the most important clues to the informational structure of clauses is not available to us any longer, limiting the analytical detail of pragmatic research in Classical Hebrew.” For more on the role on intonation in IS see Lang and Pheby (2011) and Blühdorn (2011).

\(^6\) See especially Shimasaki (2002); Holmstedt (2005; 2009; 2011); Hatav (2017).

\(^7\) Be it Verb-Subject-Object (VSO) or Subject-Verb-Object (SVO). For the important terminological distinction of ‘dominant’ word order as opposed to ‘basic’ word order in Biblical Hebrew, see Khan and Van der Merwe (2020).

\(^8\) De Regt (2019, 63), for example, argues that “It is not just the participant reference device itself... but also its place at the beginning of the sentence which is determined by the context beyond the sentence.”
considerable energy on the specific reason why, for example, יִתְנָה is fronted and how that relates to the default word order.

At a general level, Hebraists observe that a *topic* is typically *given* (or old) information and *focus* usually brings *new* information (Bandstra 1982). Holmstedt (2009), however, rightly separates two layers of pragmatics when analysing the Hebrew Bible. The first layer comprises *given* information (*theme*) and *new* information (*rheme*); the second includes *topic* and *focus*.9 While I shall strictly define *given* and *new* information in §2, it should be made quite clear the *given/new* layer is not one and the same as *topic/focus* (Gross 2001; Moshavi 2010).10 For example, while *focus* often correlates with *new* information, *focus* items “may either be brand new... identifiable or discourse active” (Van der Merwe and Talstra 2002–2003, 76). In fact, recent experimental

---

9 While I find it preferable to separate and analyse the two layers, it is worth noting that Erteschik-Shir (2007, 7) sees things differently, as she argues that “topic and focus are the only information structure primitives needed to account for all information structure phenomena.”

10 Féry and Krifka (2008, 126) note that “given expressions, like pronouns, can be focused.” See also Chen, Li, and Yang (2012). The separation of the two layers appears rather prominently in the work of Gómez-González (2001). A. Jones (2015, 70) writes that “Unlike theme and rheme, topic and focus have proven difficult to define with precision.” Whilst I may agree with his latter observation, the former is quite mistaken. One need only to survey Gómez-González (2001) to notice the complexities and lack of agreement in defining *given* (*theme*) with any precision.
research has verified that “focus and newness are different concepts and suggest[s] making a distinction between contrastive focus and new information” (Chen, Li, and Yang 2012, 6).

The two pragmatic layers are illustrated in (4):

(4) Abigail and Benjamin were drinking juice. Abigail wanted to drink another cup.

Abigail in the second sentence is old information or theme (Holmstedt 2009, 127). The rest of the second sentence, wanted to drink another cup, presents new information (rHEME). The status of Abigail in the second layer of pragmatics (topic or focus) depends on the rest of the context.

(5) And Benjamin wanted another one as well.

If (5) follows (4), then Abigail and Benjamin are the topic (Holmstedt 2009, 127). However, the second layer changes if (6) were to follow (4)–(5).

(6) But Benjamin wanted milk.

On account of (6), Holmstedt (2009, 127) finds that “the pragmatic context changes significantly, and accordingly, so does the

---

11 Additional experimental research corroborates this claim. For example, Toepel and Alter (2013, 227–29) differentiate between new information and contrastive information. They develop a “tripartition of focus into broad, narrow new, and contrastive [focus]... to capture the interactions of semantic-pragmatic, phonological, and phonetic aspects of focus in discourse.”

12 Topic as described by Holmstedt is a clause-level rather than discourse-level notion.
total pragmatic information conveyed by both Abigail and Benjamin. The situation is now a contrastive one, with the entities Abigail and Benjamin set over against each other. This is Focus.\textsuperscript{13}

Hatav (2017, 216–17) adds that rheme can stay in its syntactic place (Subject-Verb-Object, according to her), but focus is moved up (Verb-Subject-Object). Similarly, theme is not influenced by syntax, but a topic is moved to clause-initial position (cf. Abraham 2009).

In addition, Gross (2001) distinguishes the two pragmatic layers, though, like Holmstedt and Hatav, still majors on topic/focus. Nevertheless, Van Hecke (2010, 83) comments that Gross “adds to the descriptive fine-tuning needed for an accurate description of pragmatic function.” In his own research, Van Hecke (2010) consistently combines the two pragmatic layers with labels such as ‘New Topic’, ‘Given Topic’, and ‘Resumed Topic’.\textsuperscript{14}

As illustrated above, nearly all the scholarly attention has been on the second layer of pragmatics (topic/focus). When the first layer (given/new) does appear, it is (at best) a prerequisite to move on to an analysis of topic and focus. There is, however, at least one significant exception.

\textsuperscript{13} Holmstedt’s labelling of topic and focus in (4)–(6) is not my own. I simply wish to illustrate how a scholar distinguishes the layers of pragmatics, and especially the emphasis on the second layer, namely, topic and focus. For the more appropriate and fine-grained description of “contrastive topic” as it relates to “Benjamin” in (6), see Khan and Van der Merwe (2020, 371–72) and Hornkohl (2018, 34–38).

\textsuperscript{14} These categories are adapted from Dik (1989, 267). See also Lambrecht (1994, 77–114) for terms such as ‘active’, ‘accessible’, ‘unused’, and ‘brand new’.
In 1968, Ernst Jenni laid out his claim for the function of the *piʿʿel binyan*. His work has encouraged many responses, but his comments on pragmatics have gone mostly unnoticed.\(^{15}\) Nevertheless, Jenni has continued to develop his ideas. In 2007 (re-published in 2012), analysing *given/new* and the grammar of Biblical Hebrew, he attempted to confirm the relationship of pragmatics and grammar:

(7) ההגה客户的מְדַנָּאָל
‘You are indeed wiser than Daniel’ (Ezek. 28.3)\(^{16}\)

(8) וָיָּחֲכַם מְכָל־הָּאָדָם
‘He was wiser than anyone else’ (1 Kgs 5.11)

He claims the predicate adjective *חָכָם* in (7) conveys *new* information. Specifically, *חָכָם* “bringt einen originellen neuen Vergleich” (Jenni 2012, 80). Whereas *חָכַם* in (8) “bringt nur die logische Fortsetzung zum vorangehenden” in v.10: וַתְּרֶב חָכְמַת שלמה מַחְכֵּמָת כָּל־בָּנֶי־קֵדֶם וּמִכָּל חָכְמַת מִצְרֵיָּם ‘Solomon’s wisdom surpassed the wisdom of all the people of the east, and all the wisdom of Egypt’ (Jenni 2012, 80). Put differently, an author/speaker of Biblical Hebrew would use the predicate adjective *חָכָם* instead of *wayyiqtol* (חָכַם) or *qatal* (חָכַם) for pragmatic reasons and not simply semantics. Thus, the difference between the two grammatical forms in (7) and (8) is not limited to ‘are

\(^{15}\) See Joosten (1998) and Beckman (2015).

\(^{16}\) Translations are mine unless otherwise noted.
wiser’ and ‘was wiser’, but includes the dimension of new versus given information.¹⁷

Yet Jenni goes further, arguing that pragmatics is built into the binyan system:

(9) וַיִּהְבֹּא הָּאָדָם וְאֶתָּהָ מִפְּנֵי יְהוָה אֱלֹהֵינוּ וַיְהִי מִשָּׁתֵּהוּ

‘and the man and his wife hid themselves from the presence of Yhwh God’ (Gen. 3.8)

(10) וָאִירָא כִּי־עָרָי אָנִּי וָאָהֲבָּא׃

‘And I was afraid, because I was naked; and I hid myself.’

(10) וָאִירָא כִּי־עָרָי אָנִּי וָאָהֲבָּא׃

(10) וָאִירָא כִּי־עָרָי אָנִּי וָאָהֲבָּא׃

(10) וָאִירָא כִּי־עָרָי אָנִּי וָאָהֲבָּא׃

Like the predicate adjective/stative verb pair in (7)–(8), the hitpaʿʿel in (9) marks new pragmatic information. The nifʿal in (10), however, “ist keine neue Information, sondern wird als logische Folge unter den gegebenen Umständen angesehen” (2012, 153). To be sure, these observations on the predicate adjective, stative verb, hitpaʿʿel, and nifʿal concern not merely the pragmatics of the particular cases in examples (7)–(10). Rather, there is a much more comprehensive claim: that the predicate adjective and the hitpaʿʿel always bring new pragmatic information, whereas the stative verb and the nifʿal exclusively denote given information.

While these arguments have not had scholarly engagement, I believe they deserve consideration for at least two reasons. First and most important, clarity is needed on whether grammatical

¹⁷ Another distinction is that the former is a verbless clause and the latter a verbal clause. Jenni (1968 and especially 1977) makes the point that new versus given is a critical pragmatic difference between the two types of clauses.
forms themselves mark pragmatic information in Biblical Hebrew. The relationship between grammar and pragmatics, as linguists have ably demonstrated (Ariel 2008; Deppermann 2011), should not be quickly dismissed. Second, the first layer of pragmatics (given and new) calls for more assiduity, lest it be deemed irrelevant or conflated with the second (topic and focus).

I wish to be quite plain that this article is not merely an analytical check on Jenni’s research. Rather, I hope to use it as a jumping off point for a scholarly conversation on pragmatics and grammar. The relationship between the two has not gone unnoticed by Hebraists.

It is not unusual, for example, to claim that in a verbless clause (i.e., null-copula) the subject is given information, whereas the predicate is new information (Zewi 1994, 145; Gross 2001, 44). What is more, scholars are certainly aware that a subject pronoun (e.g., יוהו) is often given information as well as the pragmatic topic. That said, Revell (1999, 306) notes “The topic of a clause is... usually its subject; this is not necessarily the case.” In addition, Hornkohl (2018, 35) describes topic as the “marked point of reference for ensuing information,” which can apply to temporal setting (Exod. 16.13) and scene setting (Gen. 3.14–17) as well. Thus, topic and subject are not one in the same.

The comments above show that Hebraists are conscious of a relationship between pragmatics and grammar, but it arguably remains on the periphery. In what follows I centre my study on
pragmatics, especially given/new information, and the relation (or lack thereof) to the grammar of Biblical Hebrew.\textsuperscript{18}

2.0. On Method

In attempting to lay bare Jenni’s far-reaching pragmatic claims above, I shall analyse the core of his argument: predicate adjectives and stative verbs. Specifically, I wish to see if predicate adjectives always bring pragmatically new information to the context, and, in turn, if stative verbs always bear given information. To go about this study, I make use of the detailed guidelines for IS analysis formulated by Michael Götze et al. (2007). Regarding the first layer of pragmatics (which is the only layer we concern ourselves with), I categorise the information using given, accessible, and new. The first two have various sub-divisions that allow for specificity and have criteria for making decisions on IS.

Given [GIV], for example, is divided into active [ACT] and inactive [INACT]. Active applies to information that has appeared explicitly in its exact form within the last or same sentence.\textsuperscript{19}

\begin{enumerate}
\item[(11)] John went home. John [GIV-ACT] drank coffee.\textsuperscript{20}
\end{enumerate}

\textsuperscript{18} In this article, I will not touch on the pragmatics of the binyanim. Rather, I will concentrate on the area of grammar on which Jenni bases his argument.

\textsuperscript{19} For an important study of differentiation within givenness, see Prince (1981). Much of what she discusses as given—be it predictable, salient, or shared—is covered in Götze et al. (2007).

\textsuperscript{20} The following examples of IS guidelines are inspired by Götze et al. (2007) unless otherwise noted.
Inactive is similar, but does not occur within the immediate sentence. Typically, Götze et al. suggest looking backward for approximately five sentences.

(12) So John went into the kitchen. It was clean. John [GIV-INACT] was happy.

Accessible information [ACC], which itself is a bridge between the most often used binary choices of given and new, has numerous sub-divisions. First is situative [SIT], which occurs within discourse.

(13) Could you hand me the salt [ACC-SIT], please?

Second is aggregation [AGGRG]:

(14) John went shopping with Emily. They [ACC-AGGRG] bought a lot of gifts.

Third is inferable [INF]. This involves bridging relations, such as part-whole relation (the garden… its entrance), set-relation (family… children), and entity-attribute (the garden… its scent).

Fourth is general [GEN]. Here, the speaker understands that the hearer knows the referent from his or her world knowledge:

(15) The sun [ACC-GEN] set.\(^{21}\)

The final broad category of IS is new. This, of course, is any participant that cannot be categorised as given or accessible.\(^{22}\)

\(^{21}\) Taken explicitly from Götze et al. (2007).

\(^{22}\) I agree with an anonymous reviewer that a graded category for new information would be beneficial. However, I have not found appropriate sub-categories for such. Therefore, I content myself with new as a category.
These categories as presented above may seem straightforward and unproblematic. However, in analysing Biblical Hebrew, the task is far from easy. Setting aside the well-known issues in researching the Hebrew Bible, one major difficulty for us is the extra-textual world of pragmatics. The criteria of information from Götze et al. primarily concerns the ‘internal’ (i.e., what is mentioned earlier in the narrative or speech). The ‘external’, however, is information that a narrator and reader share—though not made explicit (Revell 1999, 307). The intersection of the external and internal via pragmatic presupposition is significant (Van der Merwe and Talstra 2002–2003, 77; Moshavi 2010).

Van Hecke (2010, 107) rightly avers that the context for pragmatics involves not just “the immediate (narrative or discursive) textual context, but also includes the situation, physical context in which the communication takes place, and even the information which has not yet been referred to in the ongoing communication, but which is shared by the both interlocutors.” Speaking specifically on givenness, Floor (2004, 23) observes “Most theorists agree that... it is more than just activated by the preceding text leading up to it... cognitive and wider extra-textual assumptions and knowledge of the world determine how much of a topic is given.”

For our purposes, it needs to be remembered that “The interlocutors in written communication can either be a narrator and an audience or characters participating in a communicative event” (Khan and Van der Merwe 2020, 350).
“Who will go down with me to Saul, into the camp?” Abishai said “I will go down with you.”” (1 Sam. 26.6)

So in (16), for example, “the speaker assumes that the hearer presupposes that somebody will go down with him into the camp to Saul” (Khan and Van der Merwe 2020, 353).

The complexities of adducing the pragmatic relevance of the situational, physical, and yet-to-be revealed information in the Hebrew Bible are self-evident. Nonetheless, I shall attempt to categorise information of predicate adjectives and stative verbs. In doing so, however, I make note of how tentative my various linguistic conjectures might be.

Before moving to the analysis section, we should be aware of just how close the relationship of adjectives and stative verbs is. Joüon and Muraoka (2006, 331), for example, claim that the qatal of stative verbs “is originally a ‘conjugated adjective’. Concerning cross-linguistics, Cook (2008, 10) argues that “the stative adjective in Biblical Hebrew presents a split-strategy between verbal and nominal encodings,” as evidenced by what he calls verbal strategy (17), zero copula (18), and verbal copula (19).

(17)

‘The eyes of Israel were heavy from old age’ (Gen. 48.10)  

23 As Moshavi (2010, 124) observes, “The mental representation incorporates inferences based on the reader’s knowledge and experience; thus information not explicitly referred to in the text may nonetheless constitute activated information” (emphasis mine).

24 Translations for (16)–(18) are Cook’s (2008).
‘The hands of Moses (were) heavy’ (Exod. 17.12)

‘The camp was very great (lit. ‘heavy’)’ (Gen. 50.9)

To complicate matters further, some qatal and adjectival forms are identical (Pat-El 2013).

In general, adjectives “are highly complex and significantly less studied than other major lexical categories such as nouns or verbs” (McNally and Kennedy 2008, 1). Some of that difficulty is present in linguistic typology. Hofherr (2010, 1), for instance, notes that “[i]dentifying nouns, verbs and adjectives cross-linguistically is… a difficult enterprise, with adjectives being particularly elusive.” Nevertheless, recent study by Naudé and Miller-Naudé (2016) demonstrates that the adjective in Biblical Hebrew is indeed a proper category and should not be indiscriminately lumped together with nouns in the broad category ‘substantives’.26

In certain contexts, prototypical statives may be either stative or dynamic (Comrie 1976). This cross-linguistic tendency holds true for Biblical Hebrew. For example, by way of “narrative

---

25 Emphasis is mine. See also Dixon (2006); Wetzer (2013); Koller (2012).

26 That said, there may be valid reasons for considering adjectives a subcategory of substantives (Hornkohl, personal communication). For the debate to be advanced, we would need to touch on typology, taxonomy, and more in the fields of linguistics and philosophy of language (particular its history). Such discussion is beyond our purpose here.

27 Rothmayr (2009).
sequence and the presence of punctiliar frames” a stative may become dynamic (Dobbs-Allsopp 2000, 50). Thus, stative verbs are similar and at times even identical to predicate adjectives, but the two are distinct.

In my study, I analyse the following predicate adjective and qatal pairs: חכם | חכם. ק-columns | צדוק; זקן | זקן. I have chosen these particular pairs because they feature prominently in Jenni’s research (1968; 1977; 1999; 2007; 2012). 28 I begin with חכם.

3.0. Analysis

3.1. Predicate Adjective (חכם)

The predicate adjective (חכם) brings new information (NEW) in every case. 29

לְבַעֲבַ֤וּרְּסַבֵב אֶת־פְנִֵ֣יּ֙הַדָבֵָ֔רּ֙עָשָָ֛הּ֙עַבְדְךִּ֥֙יוֹאָָׂ֖בּ֙אֶת־הַדָבִָ֣רּ֙הַזֶֶּ֑הּ֙וַאד נ ִ֣יּ֙חָכָ ם כְחָכְמַת ּ֙מַלְאִַ֣ךּ֙הָאֱלֹה ֵ֔יםּ֙לָדַָׂ֖עַתּּ֙֙ (20)

כְחָכְמַת מַלְאַָ֖כם הָאָלֹהִיּ לְכִלֵּ֣י אַתָּ֥ר כִּלְיָ֖אשֶׁר בֵּאָרִֽים׃

‘In order to change the course of affairs your servant Joab did this very thing. But my lord has wisdom like the wisdom of the angel of God to know all things that are on the earth.’

(2 Sam. 14.20)

28 It should be noted I do not include in this study nominalised adjectives (e.g., Lam. 5.14), since these are not predicative adjectives/statives.

29 Isa. 31.2; Jer. 4.22; 8.8; Ezek. 28.3 (notably with הכנן); Hos. 14.10 (while textually new, it is here part of a rhetorical question); Ps. 107.43 (cf. Hos. 14.10); Prov. 26.16; 28.11.
In (20) the speaker gives a compliment to the king. Her statement gives a description that is textually new, but would also be news to the addressee (at least his knowledge of her perception).

### 3.2. Stative Verb (חָכַם)

For the stative verb (חָכַם) the pragmatics vary.

#### 3.2.1. GIV-ACT

(21)

He was wiser than anyone else, wiser than Ethan the Ezrahite, and Heman, Calcol, and Darda, children of Mahol (1 Kgs 5.11)

It is quite clear that (21) is given [GIV-ACT] because of the two previous verses:

“God gave Solomon very great wisdom, discernment, and breadth of understanding as vast as the sand on the seashore, so that Solomon’s wisdom exceeded the wisdom of all the people of the east, and all the wisdom of Egypt” (1 Kgs 5.9–10).

---

30 Prov. 9.9 (the A line reads קִנָּה לְחָכָם ‘give to the wise’, making the B line given [GIV-ACT], though the yiqtol [חָכַם] may well be inchoative); 9.12 (the second qatal is given [GIV-ACT]: אַֽשָּׁר חָכַֽם ‘if you are wise, you are wise for yourself’); Prov. 20.1 (cf. 9.9).
3.2.2. ACC-SIT\(^{31}\)

Qohelet understands well his past experience of being ‘very wise’ and thus the qatal cannot be new information. Since he is speaking to himself, it is reasonable to consider חָכַָ֛מְת י situational (ACC-SIT).

3.2.3. ACC-INF\(^{32}\)

Prov. 23.15; Ecc. 2.15; 7.23. It seems appropriate to understand the imperative use of חָכַָ֛מְת י in Proverbs as situationally bound [ACC-SIT]: Prov. 6.6; 8.33; 13.20; 23.15; 23.19; 27.11. However, there are other possible categories for these imperatives.

Deut. 32.29 (with ו ‘if’); Job 32.9 (though the predicate moves the communication, the information still seems inferable from v. 8 וּלְּ֥בִּי תבִּינֵֽם ‘and the breath of the Almighty makes them discern’ [cf. Prince 1981]); Prov. 19.20 (the B line is inferable from the A: שְמַָ֣ע עַ֥צָה וְקַבֶּ֥ל מוֹסֶּֽר לְמַ֣עַן תֶּחְכַַ֥ם בְַאַחֲרִיתֵֶּֽךָ׃ ‘Listen to advice and accept instruction, that you may gain wisdom for the future’); Eccl. 7.23 (it seems possible to consider the B line as inferable from the A: כָּלַ֖הְּדֶ֥ק וּבָּבָֽקְמָה ‘All this I have tested by wisdom’).

---

\(^{31}\) Prov. 23.15; Ecc. 2.15; 7.23. It seems appropriate to understand the imperative use of חָכַָ֛מְת י in Proverbs as situationally bound [ACC-SIT]: Prov. 6.6; 8.33; 13.20; 23.15; 23.19; 27.11. However, there are other possible categories for these imperatives.

\(^{32}\) Deut. 32.29 (with ו ‘if’); Job 32.9 (though the predicate moves the communication, the information still seems inferable from v. 8 וּלְּ֥בִּי תבִּינֵֽם ‘and the breath of the Almighty makes them discern’ [cf. Prince 1981]); Prov. 19.20 (the B line is inferable from the A: שְמַָ֣ע עַ֥צָה וְקַבֶּ֥ל מוֹסֶּֽר לְמַ֣עַן תֶּחְכַַ֥ם בְַאַחֲרִיתֵֶּֽךָ׃ ‘Listen to advice and accept instruction, that you may gain wisdom for the future’); Eccl. 7.23 (it seems possible to consider the B line as inferable from the A: כָּלַ֖הְּדֶ֥ק וּבָּבָֽקְמָה ‘All this I have tested by wisdom’).
The inference (ACC-INF) comes from the A line, twice over. Two kinds of drinks are but a fool. Therefore, whoever consumes such drink would inevitably be a fool, or הָיֶָּֽכָּֽם יִֽבָּּֽשֹ כֶּ֚לּוֹ ‘not wise’.

3.2.4. NEW

There is one example of the stative verb that could perhaps be new information.

(24)

וְגַם־חֲמָָׂ֖ת גְבָל־בֶָּ֑הּּ֙צ ִ֣רּ֙וְצ ידֵ֔וֹןּ֙כ ִ֥יּ֙חָֹּֽוכְמָָׂ֖הּ֙מְא ֹּֽד׃

‘Hamath also, which borders on it, Tyre and Sidon, though they are very wise.’ (Zech. 9.2)

In Zech. 9 the information that Tyre and Sidon are ‘very wise’ is certainly textually new. However, it may be better to understand the stative verb in (24) as accessible [ACC-GEN], considering Tyre’s reputation was possibly part of general knowledge of the world (cf. Isa. 23.8; Ezek. 26.15–17; 27.3).

3.3. Predicate Adjective (זָקֵן)

All unambiguous instances of the predicate adjective זָקֵן bring new information (NEW)—as Jenni claims.33

(25)

וְאַבְרָהָ֤ם וְשָרָה זְק נִֹ֔ים בָּ֖ים בַיָּֽמִים חָדַל֙ לִהְיָ֣וֹת לְשָרָֹ֔ה א ַ֖רַח כַנָשִֵֽים׃

‘Now Abraham and Sarah were old, advanced in age; it had ceased to be with Sarah after the manner of women.’ (Gen. 18.11)

This comment by the narrator in (25) provides new information for the reader that proves important for the remainder of the

______________________________

33 Cf. also Job 32.4.
larger narrative (Gen. 12–22). We should keep in mind, however, that the syntactic structure of waw + subject + predicate in the midst of a wayyiqtol chain could itself be the device for signalling new information, irrespective of whether the predicate is an adjective or not (cf. Moshavi 2010, 14).  

3.4. Stative Verb (זָָקַֹּֽנְת יְ)

3.4.1. GIV-ACT

(26) שֵׁשׁ־הַשְע רִים

The stative verb contains information that not only is known, but has been stated explicitly in v. 11 (cf. [25] above). Though, as Hornkohl (personal communication) observes, the information is given, it is embedded in direct speech. Therefore, it is not necessarily given from the perspective of the characters. Like our analysis above, Holmstedt (2009, 132) toggles between discourse and narrative. In Ruth 3.17, for example, he considers the fronted object (שֵׁשׁ־הַשְע רִים ‘six measures of barley’) given information, though the characters themselves have not yet shared

34 In addition, we might consider (25) a thetic sentence in which a “unitary situation (‘The situation was...’)” is expressed (Khan and Van der Merwe 2020, 358).

35 Josh. 13.1b; 23.2; 1 Sam. 8.5.
that information with each other. The audience, however, is already privy to such information via the narrator. In such a case, we should recall that the study of IS involves that “management of the common ground,” which for the Hebrew Bible would mean that the interlocutors “can either be a narrator and an audience or characters participating in a communicative” (Khan and Van der Merwe 2020, 350).

(27)

‘He said, “See, I am old.”’ (Gen. 27.2)

As in (26), the stative verb in (27) refers back to the information given (GIV-ACT) in the previous verse: ‘when Isaac was old’ (Gen. 27.1).

3.4.2. GIV-INACT

(28)

‘and said to him, “You are old.”’ (1 Sam. 8.5)

Here, the verb קָנָת harks back to the narrator’s statement that קָנָת ‘Samuel was old’ (1 Sam. 8.1).

(29)

‘I am old and grey, but my sons are with you. I have walked before you from my youth until this day.’ (1 Sam. 12.2)

36 While 1 Sam. 8.1 is admittedly ambiguous as to whether it is a stative verb or predicate adjective, the pragmatic analysis of (28) still holds. For further discussion of the grammatically opaque cases, such as 1 Sam. 8.1, see §3.5 (especially §3.5.2).
in (29) is a restatement of the explicit descriptions of Samuel’s age in 1 Sam. 8.1 (‘Samuel was old’) and 8.5 (‘you are old’).

3.4.3. ACC-INF

�מפתככ תחת ילבך יקוהיすることで לאしょう (30)

‘Turn back, my daughters, go, for I am too old to have a husband.’ (Ruth 1.12)

The previous verse (Ruth 1.11) lays the premise that Naomi is past child-bearing years: ‘Do I still have sons in my womb that they may become your husbands?’ Thus, זקנ in (30) is an inference [ACC-INF]—though rhetorically, the repetition is important for Naomi’s argument.

3.4.4. NEW

(31) וַיִּזְָֽקַַ֧ן יְהוֹיָדָָ֛ע וַיִּשְׁבַַ֖ע יָמִַ֖ים וַיָּ֑מֶת

But Jehoiada grew old and full of days, and died. (2 Chron. 24.15)

Though problematic for Jenni’s comprehensive claim for the stative verb bringing given information, the wayyiqtol does not seem to be given or accessible. Therefore, (31) should be considered new information.

37 Ps. 37.25 (if זקנ is present stative ‘am old’ or inchoative ‘am becoming old’ [i.e., not preterite ‘became old’ or past perfective ‘have become old’], then it is an inference from the past time qatal קָרָא in the previous clause: ‘I was a boy’; the focus particle prior to our stative verb קָרָא marks contrast, even if that contrast is inferable).
3.5. Predicate Adjective or Stative Verb (זָקֵן)?

The form זָקֵן is ambiguous. It can be construed as a ms predicate adjective or as a 3ms stative verb. As such, I do not make a decision on the grammar of the form, but categorise the pragmatics of each occurrence.

3.5.1. GIV-ACT

(32) נֶחְנוּשׁ כֻּלַּה יִשְׂרָאֵל לְאָבִיגֵלָה בְּיוֹתֵרָה יִתְּחַלְּלוֹת וְיִתְּנְתוּ תְּגוֹתֶן.

‘So Sarah laughed to herself, saying, “After I have grown old, and my husband is old, shall I have pleasure?”’ (Gen. 18.12)

זָקֵן gives us information that is known in the verse prior: אַבְרָהָם וְשָרָה וַתֵּֽצְרִֽקְבָּ֣הּ לֵאמֶר אַחֲרֵי בְּלֹת יִוְתַֽיָּֽה־לִי עֲדָנָֽה וַֹֽאֲדָֽרָֽי׃

‘Now Abraham and Sarah were old’ (Gen. 18.11).

3.5.2. GIV-INACT

(33) נָבָ֥ה בְּתָּחַתׁ שֵׁבָעַ֣ת אֲבִישָּׁג הַשֻּׁנָּ֔מִית הַמֶּ֖לֶךְ עֶדְנֵָ֔ה וַֹֽאֲבָֽישָּׁג הַשֻּׁנָּ֔מִית מְשַׁרְּתַּ֥ת אֲתָחְאֵֽלָל.

‘So Bathsheba went to the king in his room. The king was very old; Abishag the Shunammite was attending the king.’

(1 Kgs 1.15)

It is unlikely that זָקֵן marks new information, because the book of Kings begins by stating וָחָלַֽלָה הַמֶּ֖לֶךְ דָּוִ֑ד וַֹֽאֲבִישָּׁג הַשֻּׁנָּ֔מִית מְשַׁרְּתַּ֥ת אֲתָחְאֵֽלָל: ‘Now the king, David, was old’ (1 Kgs 1.1). Jenni (1977, 68), however, argues that (33) is “parenthetischer Umstandssatz, der zur Begründung der Zurückgezogenheit des Königs die Information von v. 1 wiederholt, ohne

38 Josh. 23.1; 1 Sam. 4.18; 8.1.
darauf als etwas Bekanntes zurückzugreifen.” This analysis appears incorrect, as both vv. 1 and 15 are descriptions of David by the narrator.

(34)

‘Now Abraham was old, well advanced in years; and the LORD had blessed Abraham in all things.’ (Gen. 24.1)

Based on Gen. 18.11–13 (cf. examples (25) and (32), above), זָקֵֵ֔ן in (34) is best understood as given information (GIV-INACT). Jenni, on the other hand, calls (34) “neueinsetzende Exposition” and thus understands the predicate to denote new information (1977, 68). Abraham’s age in (34) is already part of the common ground between the narrator and audience, however. The narrator’s repetition of זָקֵֵ֔ן here has to do with its relevance for the episode.39

3.5.3. ACC-GEN

(35)

‘And the firstborn said to the younger, “Our father is old, and there is not a man on earth to come in to us after the manner of all the world.”’ (Gen. 19.31)

The older sister describes Lot as old—a fact well-known to both sisters [ACC-GEN]. This information is used to issue a directive in v. 32: ‘Come, let’s make our father drink wine and we will lie with him.’

39 I am grateful to the anonymous reviewer for pointing this out more clearly.
3.5.4. NEW

The king David was old and advanced in years. They covered him with clothes, but he could not get warm. (1 Kgs 1.1)

Introducing the narrative, וְהַמֶַ֤לֶךּ֙ דָוִּ֔זָקֵֵ֔ן is new information.

3.6. Predicate Adjective

The only clear use of the predicate adjective is accessible [ACC-SIT].

‘Samuel said, “Though you are small in your own eyes, are you not the head of the tribes of Israel? Yhwh anointed you king over Israel.”’ (1 Sam. 15.17)

3.7. Stative Verb

For the stative verb there is no given information proper (GIV-ACT or GIV-INACT).

3.7.1. ACC-SIT

‘And this was a small thing in your eyes, O Lord Yhwh; you have spoken also of your servant’s house for a great while to come.’ (2 Sam. 7.19 || 1 Chron. 17.17)

---

Gen. 27.1; Josh. 13.1a; 1 Sam. 2.22; 17.12; 2 Sam. 19.33; 2 Kgs 4.14.

3.7.2. NEW

(39) קָטֹ֜נְתִי מִכּ֣ל־הַחֲסָדִים֙ וּמִכָּל־הָָ֣אֱמֶֹ֔֝ת

‘I am not worthy of the least of all the steadfast love and all the faithfulness.’ (Gen. 32.11)

Since there is no clear information that is *given* or *accessible* in the surrounding context of (39), the verb קָטֹ֜נְתִי would seem to express *new* information. Jacob appears to use קָטֹ֜נְתִי along with עַבְדֶֶּ֑ך ‘your servant’ for purposes of deference. This politeness strategy lays the foundation for the request מְא ֵ֔דּ֙וְנוֹרִָ֥אּ֙עַל־כָּל־אֱלֹה ֹּֽים׃

‘please deliver me’ (Gen. 32.12; cf. Bridge 2019, 576–77). We should note that (39) poses a rather significant problem for the argument that stative verbs *always* bring *given* information.

3.8. Predicate Adjective גָדוֹל

Unlike the predicate adjectives זָקֵן and קָטַּן, גָדוֹל does not present *new* information exclusively.

3.8.1. ACC-GEN

(40) כִּי גָדוֹל יְהוָ֥ה וְמְח֓לָל מִלָּֽהוּ נוֹרָא הָוָּאָ֖ו על־כָּל־אֱלֹה׃

‘For great is Yhwh, and greatly to be praised; he is to be revered above all gods.’ (1 Chron. 16.25)

---

41 The possibility of inference or general [ACC] categories here should not be dismissed, however. In any case, the stative verb does not convey *given* information.

42 Cf. 2 Chron. 2.4b.
Based on the description of Götze et al. (2007), גָדָ֜וֹל in (40) would seem to be generalised information in which the speaker and addressee readily understand the predicate as something as obvious from general world knowledge (e.g., the setting of the sun).

3.8.2. NEW

(41)

וַיֶֽאֶמֶר קַָׂ֖י ןּ֙אֶל־יְהוֶָּ֑הּ גָדִ֥וֹל עֲוֹנ ָׂ֖יּ֙מְש׃

‘Cain said to the LORD, “My punishment is greater than I can bear!”’ (Gen. 4.13)

גָדָ֜וֹל in (41) is fronted. In particular, the predicate adjective is focused. It is not surprising that the fronted, focused predicate adjective also relates new information. Nevertheless, we should not conflate focus with new information (Moshavi 2010). Nor should word order be seen as corresponding directly to the status of information (Gross 2001).

43 Gen. 39.9 (with comparative מִן); Exod. 18.11 (with comparative מִן); Deut. 1.28 (with comparative מִן); 9.1 (with comparative מִן); 11.23 (with comparative מִן, cf. Holmstedt [2016, 306–7] for analysis of zero-relatives); Josh. 10.2; Judg. 5.16 (though possibly accessible [ACC], לִפְלַגָ֣וֹת רְאוּבִ֑ים חִקְר י־ל ֵֽב ‘Among the clans of Reuben the searchings of heart were great’ may best be understood as part of the general knowledge of the speaker and addressee); 2 Sam. 13.15; Ps. 135.5 (the psalmist seems to raise the CG so that the addressees will know יַָ֭דַעְת י that Yhwh is great); 2 Chron. 2.4a.
3.9. Stative Verb ( גדל)

3.9.1. GIV-ACT

והי | בְּכַלְמָה | הַכּוֹס | יָנֹּּ֚לּ | מֶשֶׁ֝֙ | צֵאָֽה | אֶל־אֶחֵ֔יו | וַיָּרְא | בֹּלֶתֶּֽמּ | מַכֹּהּ | אֵישׁ | מְרֵיָֽיּ | מְאָֽוָה

(42)

‘One day, after Moses had grown up, he went out to his people and saw their forced labour. He saw an Egyptian beating a Hebrew, one of his kinsfolk.’ (Exod. 2.11)

The wayyiqtol in (42) refers back to ‘when the child grew up’ in v. 10.

3.9.2. GIV-INACT

וַיִֽגְדַּ֣לּ | שְׁמואֵֶּלּ | הוֹרַה | הָיִָ֣הּ | עָלָֽו | פִּילָּ֙מּ | כָּל־דְבָרָָ֖יו | אָֽרְצָה |.

(43)

‘As Samuel grew up, the LORD was with him and let none of his words fall to the ground.’ (1 Sam. 3.19)

Earlier in the narrative, Samuel was growing up: וְהַנִַ֣עַרּ | שְׁמואֵֵ֔לּ | בֵּךְ | וַֹּֽתֶּ֑וֶּ֔ | וַֹּֽגְדֵָׂ֖לּ | וַֹּֽהַ | וֳָֽנָּרְצָה | מְכַל־דְּבָרָָ֖יו | אַרְּשְׁא.

Thus, the information in (43) is given (GIV-INACT).

44 Cf. also 1 Kgs 12.10 || 2 Chron. 10.10.

45 Though children growing up is categorised as accessible [ACC-GEN] elsewhere, (41) is given [GIV-INACT], because its information was stipulated explicitly earlier in the narrative.
3.9.3. ACC-INF

(44) בָּאַבְנִיִּ֥י יָֽהָּ֥ו יְיָֽ֖ו הָּֽיְיַֽ֖ו אַחַֽתּ֙ בֵּּ֔לַּלֹ֣וּ יָֽניִּ֥ו עַֽל־כֵּֽ֖ן יֵֽנְּןָֽ֖וּ אֱלֹֽהִֽים׃

‘Therefore [you are] great, O Yhwh God; for there is no one like you, and there is no God besides you, according to all that we have heard with our ears.’ (2 Sam. 7.22)

The previous verse (2 Sam. 7.21) does not give the exact information as (44) per se, but the inference is not difficult to discern:

(44) בַּעֲבַרְּךָּוּ בְֵֽךָּוּכְּלָּוּ בָּאַּֽשוּ יָֽ֖ו הָּֽיְיַֽ֖ו אַחַֽתּּּוּ לָּֽוּרְּךָּו יָֽ֖ו הָּֽיְיַֽ֖ו אֱלֹֽהִֽים׃

‘because of your promise, and according to your own heart, you have wrought all this greatness, so that your servant may know it.’ Of course, the inference is made clearer because ofعلִיּוּ ‘therefore’ (cf. Van der Merwe et al. 2017, 450–51).

46 Gen. 24.35 (inference coming from the previous verb בְּךָּוּ ‘[and Yhwh] blessed’); 26.13; 1 Sam. 26.24a; 2 Sam. 7.22, 26 || 1 Chron. 17.24; 1 Kgs 10.23 || 2 Chron. 9.22; Zech. 12.7 (the first clause יָֽוָּ֖ו הָּֽיְיַֽ֖ו אַחַֽתּּּוּ לָּֽוְּךָּו יָֽ֖ו הָּֽיְיַֽ֖ו אֱלֹֽהִֽים: ‘Yhwh will deliver the tents of Judah first’ allows לאּוּ ‘will not surpass’ to be an inference; moreover, the negated yiqtol suggests that the yiqtol itself was already presupposed); Mal. 1.5; Ps. 92.6 (inference from previous verse כִּי שֶׁמֶּתָּהּ יִֽוָּ֖ו הָּֽיְיַֽ֖ו אֱלֹֽהִֽים בְּפָעֳלֶּֽוּ בְֵֽמַעֲשֶּֽׁוּ יָֽדֶּֽוּ אֲרַנ ֵּֽֽֽן ‘for you Yhwh have made me glad by your work; at the works of your hands I sing for joy’); Job 2.13; Lam. 4.6; Ezra 9.6 (the qatal clause ‘our guilt is great/high (גָּדְלַּ֖וּ as the heavens’ is inferable from the previous clause: כִּי שֶׁמֶּתָּהּ יִֽוָּ֖ו הָּֽיְיַֽ֖ו אֱלֹֽהִֽים בְֵֽמַעֲשֶּֽׁוּ יָֽדֶּֽוּ אֲרַנ ֵּֽֽֽֽן ‘our iniquities have risen above our head’).
3.9.4. ACC-GEN

תָּחֹל אָשֶׁר גְּדָלָה לָאֵו וַתְּלֶדֶתָּוֹ יָוֶֽאֱשֶׁת בְּנֵי הָא שָָ֜הּוַיְגָרְשִׁוּ֙אֶת־י פְתָ חּ֙וַי ַ֤אמְרֻ֙ל
(45)

‘Gilead’s wife also bore him sons; and when his wife’s sons grew up, they drove Jephthah away, saying to him, “You shall not inherit anything in our father’s house; for you are the son of another woman.”’ (Judg. 11.2)

Though יָוֶֽאֱשֶׁת is new textually, I find the wayyiqtol in (45) to be generalised, as this is simply the process of human life, similar to the sun setting (Götze et al. 2007).

Because several occurrences are inchoative ‘become great’ or ‘grow’, we could understand the information as new. However, the majority has to do with children growing up. This is, of course, expected from general knowledge of the world: Gen. 21.8, 20; 25.27; 38.11, 14; Exod. 2.10; Judg. 13.24; 1 Sam. 2.21; 2 Kgs 4.18; Ezek. 16.7; Ruth 1.13. A similar assessment of horns in Daniel appears; they ‘grow’—as horns do: Dan. 8.9, 10. At least one has to do with prominence (of the first-born): Gen. 48.19a. However, there are a few texts which speak to Yhwh’s greatness. In such cases, it appears that CG is shared in a general knowledge that Yhwh is גָדַל: Ps. 35.27; 40.17; 70.5; 104.1.
3.9.5. NEW

(46)

וְאָוָלֶ֖ם אָתְיוֹ הַכָּֽהַתָּי נֵבֶ֑ל מַמֶּ֖נֶֽג הָֽוָֽשָּׁ֗ה וּתְהִֽהּ מֵּֽלַ֞ב הָֽגִּנּֽוּיִ֤ים׃

‘Nevertheless, his younger brother shall be greater than he, and his offspring shall become a multitude of nations.’

(Gen. 48.19)

Contra Jenni’s expectations of pragmatic information, I do not see any basis for the categories of given or accessible in (46). In the biblical narrative it is much to Joseph’s chagrin that the new information is that the younger brother will be greater than the older. His stated expectation was for the first-born: וַיָּאָמֶרּוֹסֵָ֛ףּאֶל־אָבֶ֖יוּל א־כִֵ֣ןּ֙אָב ֶּ֑יּ֙כ י־זִֶ֣הּ֙הַבְכ ֵ֔רּ֙ש ִ֥יםּ֙יְמ יְנְךָּׂ֖֙עַל־רAshוֹ׃

Joseph said to his father, “Not so, my father! Since this one is the firstborn, put your right hand on his head” (Gen. 48.18).

4.0. Conclusions

My study allows for several conclusions—some certain and others tentative. First, Jenni is often correct that predicate adjectives denote new information, while stative verbs bring given information. However, that is not always the case. A stative verb at times denotes new information (§§3.2.4; 3.4.4; 3.7.2; 3.9.5), and predicate adjectives do not always indicate new information (§§3.6; 3.8.1). Second, the analysis of IS using three categories (given, accessible, new) provides clarity and specificity in a way

48 Num. 14.17; 1 Sam. 26.24b; 1 Kgs 12.8 || 2 Chron. 10.8; Mic. 5.3 (new textually and it seems that the scope of greatness was not common ground: ‘for now he will be great to the ends of the earth’); Zech. 12.11.
that the typical *given-new* dichotomy does not. Third, examination of the first layer of pragmatics (*theme/rheme* as some call it) should be a more prominent and explicit part of pragmatic research on Biblical Hebrew, even if the layer is more banal than the second layer (*topic/focus*). Fourth, and perhaps most importantly, more work is needed on the intersection of grammar and pragmatics in Biblical Hebrew.

The above research demonstrates that Jenni’s study is ultimately unsuccessful. That is not to say, however, that his supposition of grammar marking pragmatics is fallacious. As pragmatics gains more attention from Hebraists, study of the relationship of grammar and pragmatics will hopefully follow. It is my hope that this article may help, at least in some small way, to advance the conversation on how grammar and pragmatics relate to one another.
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The purpose of the study is to investigate the use and meaning of nifʿal based on the representative corpus of nifʿal verbs in Genesis.

1.0. Theoretical Background

1.1. A Syntactic Study of nifʿal as Non-active Voice and Non-passive Voice

The term ‘voice’ is used in at least two ways in the literature. First, voice denotes a particular alternation in a verb’s argument structure and is therefore considered a syntactic category, in which a verb’s arguments receive different prominence in the sentence through a variety of coding patterns. In the second approach, voice is considered a semantic category and voice alternations are typically considered to encode for semantic patterns based on the interaction between participants.

In a syntactic approach, the syntactic structure underlying the voice patterns is analysed in relation to verb types and their argument structure. For transitive verbs, or verbs involving at least two arguments, the arrangement is always asymmetrical,
with one argument being more prominent than the other. The active voice is the canonical unmarked voice pattern, where the agent is more prominent than the patient. Active voice contrasts with non-active voices, such as passive voice, reflexive voice, and middle voice, all of which have marked voice patterns.

Edit Doron (2003) and Artemis Alexiadou and Edit Doron (2012) published syntactic analyses of two non-active voices in Hebrew, Greek, and English that are the morphological realisation of the two distinct syntactic voice heads μ and π, which generate middle and passive clauses, respectively. They presented a theoretical characterisation of the middle voice as distinct from the passive voice. What distinguishes the passive voice from the middle voice is that it always requires the participation of an external argument, irrespective of the specification of the root. In Hebrew, the passive binyanim puʿal and hofʿal are marked by a passive voice head and are used with an external argument. This contrasts with the active binyanim qal, piʿel, and hifʿil, which are used on the clause or sentence level with two arguments, without an external argument. The middle binyanim nifʿal and hitpaʿel are characterised by middle voice heads and—unlike the active binyanim—have only one argument. They also differ from the passive binyanim in lacking an external argument. This, then, is the crucial difference between the passive voice and the middle voice: the presence or absence of an external argument. Instances of nifʿal and hitpaʿel verb forms indicate actions that (1) affect their subject without indicating the cause and (2) lack an external argument.
In this article, I will build on Doron’s syntactic studies and consider the nifʿal binyan as expressing the middle voice and not the passive voice.

1.2. A Semantic Study of the Middle Voice

In a semantic study of voice, clausal events are analysed in terms of participants (the referential entities involved in the event) and relations (the relationships linking the participants in a given event), the term ‘event’ serving as a cover term for actions, processes, circumstances, and states. On the semantic plane, the verbal phenomenon of voice is considered to express the type of action chains where participants interact with each other.

In 1993 Suzanne Kemmer published her book *The Middle Voice*, which has become the definitive typological-semantic study on the topic. Central to her analysis is the notion of transitivity. She defines transitive verbs as verbs that involve two participants: the agent or initiator/instigator, who acts volitionally on another participant, and the patient/endpoint that is directly and completely affected by that event. In contrast, intransitive verbs involve only one participant. Many languages also know a middle voice of transitive verbs that involve one participant that stands in an initiator/endpoint relation to itself. The main function of the middle voice of verbs is to encode the affectedness of an initiating agent.

Kemmer (1993, 243–47) summarises the main results of her study as follows. First, a number of languages give grammatical expression to an ‘in-between’ category, the middle, which in its most basic uses (body action middles, emotion/cognition
middle is a single participant that is, however, seen as internally complex. Second, the reflexive is semantically intermediate between prototypical one-participant events and two-participant events in terms of the number of participants involved. The conceptual distinction between initiating agent and affected patient in a reflexive situation type, despite their co-reference, makes it so that some separation of the two participants is maintained. Third, the middle is a semantic area comprising events in which the initiating agent is also the affected patient, and the event is characterised by a low degree of elaboration. Semantically, the middle voice differs from the reflexive voice in terms of participant distinguishability: for the reflexive voice the event is characterised by a high degree of elaboration. The way the single configuration is expressed by middle voice verbs varies among languages. See below, §1.4, for further detail and Table 1 for English examples.

1.3. A Semantic Study of nifʿal as Middle Voice: A Survey of Recent Literature

Traditional Biblical Hebrew grammars published in the nineteenth and twentieth centuries (Gesenius, Ewald, König, Bergsträsser, Bauer and Leander, Brockelmann, Joüon, Meyer, Lambdin, Joüon and Muraoka, Waltke and O’Connor, Van der Merwe, Naudé, and Kroeze) often claim that the nifʿal has a primarily reflexive or passive meaning. Modern scholars, by contrast, have
begun to doubt this claim and have started to explore the *nifʿal* anew.¹

Based on an analysis of all occurrences of *nifʿal* verbs in the Hebrew Bible, Steven Boyd (1993) demonstrated that almost all the *nifʿals* thought to be reflexive are in fact agentless middles.² Subsequently, Holger Gzella (2009) tried to combine the works of Boyd and Kemmer in his study of voice in classical Hebrew and agreed that most *nifʿal* forms do not express reflexive voice, but can be analysed as agentless middles. However, both Boyd and Gzella reduce the semantic role of the grammatical subject to that of patient, in contrast to Kemmer, who emphasises the conflated configuration of the agent and patient role in the subject.

In 2012, Ernst Jenni published a comprehensive analysis of the *nifʿal* that takes Kemmer’s study into account. He argues convincingly that the *nifʿal* indicates that the subject is concerned with itself, though not reflexively as a differentiated object, but as an undifferentiated middle, in which the prefix *n-* acts as middle marker.

---

¹ For a survey of the *nifʿal* studies in twentieth- and twenty-first-century scholarship, see van Wolde (2019).

² Out of the 4135 *nifʿal* constructions, Boyd (1993) showed that there are only five semantic reflexive attestations (which amounts to a statistically insignificant 0.121 percent).
1.4. *Nifʿal* as Middle Voice and the Seven Types of Middle Events It Can Express

The present study of the *nifʿal* instances in the book of Genesis is based on Doron’s distinction between the middle voice and the passive voice and on Kemmer’s differentiation of the middle voice from the reflexive voice, as well as Kemmer’s semantic-typological analysis of the middle Voice in thirty different languages. Recent discussions of the *nifʿal* in Hebrew scholarship are also taken into account. Based on these insights, I take the following characteristics of the *nifʿal* as points of departure.

The *nifʿal* in Biblical Hebrew systematically encodes two dimensions of transitive verbs: (a) simple agency and (b) middle voice. In terms of agency, the *qal* of transitive verbs expresses simple agency, in which the dual roles agent and patient are maintained, whereas the *nifʿal* of transitive verbs expresses simple agency in which the roles agent and patient are conflated in a single participant. As for the middle voice, the *nifʿal* expresses an event in which the subject is concerned with itself, not reflexively as a differentiated object, but as an undifferentiated middle.

In its function as a marker of middle voice, the *nifʿal* expresses how a subject is affected by an event, while focusing on either the active side of the event (prototypically, body actions or mental actions and an initiating subject-agent) or the stative side of the event (prototypically, a spontaneous or anticausative change of state or resultative state or disposition), but not on its cause, source, or external agents. In other words, the *nifʿal* expresses a transitive middle event that affects the subject without indicating its cause, source, or external agent, thereby
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contrasting with the passive template, which requires an (implicit) external agent.

A distinction can be made among various types of middle events marked by *nifʿal*:

1. body action middle events: Hebrew verbs that (semantically) designate body actions specify in *nifʿal* an event in which the subject is affected by carrying out an action in or through the body;
2. mental action middle events: Hebrew verbs that (semantically) designate mental actions specify in *nifʿal* an event in which the subject is affected by carrying out an action of mental rather than physical nature; this event can involve emotion, cognition, or perception; the subject is both initiator, in that the mental event originates within the mind of the experiencer, and endpoint, in that the experiencer is affected mentally;
3. collective motion middle events: Hebrew verbs used in the plural that (semantically) designate collective motions specify in *nifʿal* how multiple subjects are affected by collectively carrying out a movement with or through the body; each participant plays the same roles of agent-mover and affected patient in the event;
4. reciprocal action middle events: Hebrew verbs that (semantically) designate interaction between participants specify in *nifʿal* how multiple subjects interact with one another, while each of them plays their own roles of agent-experiencer and affected patient in the event;
5. spontaneous change of state or anticausative middle events: Hebrew verbs that (semantically) designate a spontaneous transformation specify in *nifʿal* events in which the subject is affected by an action that happens on its own, without the subject’s directly initiating or instigating the event;
(6) resultative state middle events: Hebrew verbs that (semantically) designate states specify in nifʿal that the event is the consequent state of a previous non-profiled action affecting the subject;

(7) dispositional middle events: Hebrew verbs that (semantically) designate an action and are (often) combined with adverbial or modal elements specify in nifʿal the subject’s disposition, circumstance, or quality. See Table 1.

Table 1: English examples of middle voice event types

<table>
<thead>
<tr>
<th>Transitive active</th>
<th>Active events</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘He opened the door’</td>
<td>Transitive actions</td>
</tr>
<tr>
<td>‘He wrote the letter’</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transitive reflexive</th>
<th>Reflexive events</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘I saw myself’</td>
<td>Transitive-reflexive actions</td>
</tr>
<tr>
<td>‘They blamed themselves’</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transitive middles</th>
<th>Middle events</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘He went away’</td>
<td>Body actions</td>
</tr>
<tr>
<td>‘He shaved’</td>
<td></td>
</tr>
<tr>
<td>‘You are afraid’</td>
<td>Mental actions</td>
</tr>
<tr>
<td>‘She will realise’</td>
<td></td>
</tr>
<tr>
<td>‘They united against the enemy’</td>
<td>Collective motions</td>
</tr>
<tr>
<td>‘We went abroad’</td>
<td></td>
</tr>
<tr>
<td>‘They argued’</td>
<td>Reciprocal actions</td>
</tr>
<tr>
<td>‘Mary and Mabel kissed’</td>
<td></td>
</tr>
<tr>
<td>‘The door opened (by itself)’</td>
<td>Spontaneous changes of state</td>
</tr>
<tr>
<td>‘The ship broke up’</td>
<td></td>
</tr>
<tr>
<td>‘The earth was filled with evil’</td>
<td>Resultative states</td>
</tr>
<tr>
<td>‘The door opened easily’</td>
<td>Dispositions</td>
</tr>
<tr>
<td>‘The book is badly written’</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transitive passive</th>
<th>Passive events</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘The door was opened by her’</td>
<td>Transitive actions by external agent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intransitive</th>
<th>Intransitive events</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘He is good-looking’</td>
<td>States</td>
</tr>
<tr>
<td>‘They are lacking energy’</td>
<td></td>
</tr>
</tbody>
</table>
2.0. Attestations of nifʿal Verbs in the Book of Genesis

The book of Genesis contains 203 nifʿal verbal forms;³ for a list of the semantic classes of nifʿal verbs in Genesis and their frequency, see Table 2. For common finite nifʿal forms that occur three or more times in Genesis (twenty out of the eighty nifʿal verbs cited in Genesis) and the semantic classes they represent, see Table 3.

Table 2: Frequency of semantic classes of nifʿal verbs in Genesis

<table>
<thead>
<tr>
<th>Semantic class</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body action</td>
<td>78</td>
</tr>
<tr>
<td>Mental action</td>
<td>45</td>
</tr>
<tr>
<td>Collective motion</td>
<td>22</td>
</tr>
<tr>
<td>Reciprocal action</td>
<td>5</td>
</tr>
<tr>
<td>Spontaneous action</td>
<td>5</td>
</tr>
<tr>
<td>Resultative</td>
<td>26</td>
</tr>
<tr>
<td>Dispositional</td>
<td>22</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>203</strong></td>
</tr>
</tbody>
</table>

³ In addition, Genesis contains nifʿal participles that function as nouns in the absolute state, e.g., והנה נזרשים ‘and the rest’ (Gen. 14.10), והנה נזרשים ‘the attendants’ (Gen. 45.1), and as adjectives, e.g., נזרשים ‘desirable’ (Gen. 2.9), והנה נזרשים ‘the visible’ (Gen. 35.1). The present study focuses on finite verb forms.
Table 3: Finite *nif'al* forms in Genesis and their semantic classes

<table>
<thead>
<tr>
<th>Verb</th>
<th>Freq.</th>
<th>Semantic class</th>
</tr>
</thead>
<tbody>
<tr>
<td>נִּמּוֹל ‘be circumcised’</td>
<td>15</td>
<td>Body action: circumcision</td>
</tr>
<tr>
<td>נִּשְׂבֶּשׁ ‘swear’</td>
<td>14</td>
<td>Mental action: cognition</td>
</tr>
<tr>
<td>נַרְאָה ‘appear’</td>
<td>14</td>
<td>Body action: appearance</td>
</tr>
<tr>
<td>נְעָשֶׁה ‘be gathered, gather (intr.)’</td>
<td>10</td>
<td>Body action: translational motion</td>
</tr>
<tr>
<td>נִּכְּשמָה ‘be found’</td>
<td>10</td>
<td>Resultative</td>
</tr>
<tr>
<td>נִּלְגָּד ‘be born’</td>
<td>7</td>
<td>Body action: begetting/acquiring</td>
</tr>
<tr>
<td>נַכְּפֵד ‘divide (intr.)’</td>
<td>7</td>
<td>Body action: translational motion</td>
</tr>
<tr>
<td>נַקְרֶה ‘be called’</td>
<td>6</td>
<td>Dispositional</td>
</tr>
<tr>
<td>נַנְמָל ‘flee’</td>
<td>5</td>
<td>Body action: translational motion</td>
</tr>
<tr>
<td>נַצְב ‘stand, be positioned’</td>
<td>5</td>
<td>Body action: non-translational</td>
</tr>
<tr>
<td>נַס ‘regret, be comforted’</td>
<td>4</td>
<td>Mental action: emotion</td>
</tr>
<tr>
<td>נַקְבֶר ‘be buried’</td>
<td>3</td>
<td>Body action: non-translational</td>
</tr>
<tr>
<td>נַשְׂא ‘be left, remain’</td>
<td>3</td>
<td>Body action: non-translational</td>
</tr>
<tr>
<td>נַשְׂפָר ‘be careful’</td>
<td>3</td>
<td>Mental action: cognition</td>
</tr>
<tr>
<td>נַשְׂהת ‘consent, agree’</td>
<td>3</td>
<td>Mental action: cognition</td>
</tr>
<tr>
<td>נַנְצָה ‘be caught, possess’</td>
<td>3</td>
<td>Body action: holding property</td>
</tr>
<tr>
<td>נַמְר ‘be said’</td>
<td>3</td>
<td>Dispositional</td>
</tr>
<tr>
<td>נַנְבָר ‘consider oneself blessed’</td>
<td>3</td>
<td>Mental action</td>
</tr>
<tr>
<td>נַכַּח ‘be cut off’</td>
<td>3</td>
<td>Body action: translational</td>
</tr>
<tr>
<td>נַטַּש ‘be done’</td>
<td>3</td>
<td>Dispositional</td>
</tr>
</tbody>
</table>

The event most often expressed by verbs set in middle voice belong to the body action domain and comprise situations in which the subject is affected by performing an action in or through their own body. I will focus here on this group of middle body actions. In Biblical Hebrew, body actions are commonly expressed by *qal* (simple agency) or *pi'el* (intensive agency) verbs. For example, the *qal* verbs נָלַךְ ‘go, walk’ and נָבָא ‘come, arrive, enter’ designate spatial movements that differ from those of the *nif'al* verbs נִּמּוֹל ‘hide (intr.)’ and נְעָשֶׁה ‘remain, be left’, in that the *nif'al* marks
the event in such a way that the experiencing subject is comparatively more affected by the body action. A distinction can be made between various body action middles, namely, (1) verbs of translational motion, which mark the movement of the subject from one location to another along a path; (2) verbs of non-translational motion and change in body posture; (3) verbs of body care; (4) verbs of begetting or acquiring; (5) verbs of holding; (6) verbs of becoming perceptible (for numbers and verbs, see Table 4).

Table 4: Body action middles in Genesis and their semantic sub-classes

<table>
<thead>
<tr>
<th>Semantic sub-class</th>
<th>Root (frequency)</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translational motion (18)</td>
<td>נִּמְלַט (5), נַעַש (1)</td>
<td>move away/towards</td>
</tr>
<tr>
<td></td>
<td>נִּגַש (1)</td>
<td>hide</td>
</tr>
<tr>
<td></td>
<td>נֶאֵס (5)</td>
<td>split</td>
</tr>
<tr>
<td></td>
<td>נִּשְפ (1)</td>
<td>pour</td>
</tr>
<tr>
<td>Non-translational motion (15)</td>
<td>נִּשְאֵר (2)</td>
<td>remain (behind)</td>
</tr>
<tr>
<td></td>
<td>נִּכָּל (1)</td>
<td>stay (in resting place)</td>
</tr>
<tr>
<td></td>
<td>נֶאַס (4)</td>
<td>stand (upright)</td>
</tr>
<tr>
<td>Body care (17)</td>
<td>נִּמְלָל (15)</td>
<td>become circumcised</td>
</tr>
<tr>
<td></td>
<td>נִּגְמ (2)</td>
<td>become weaned</td>
</tr>
<tr>
<td>Begetting (9)</td>
<td>נֹלַד (7)</td>
<td>be born, acquired</td>
</tr>
<tr>
<td></td>
<td>נִבְנָה (2)</td>
<td>become built</td>
</tr>
<tr>
<td>Holding (4)</td>
<td>נִּאָש (3)</td>
<td>become possessed</td>
</tr>
<tr>
<td></td>
<td>נָרֵש (1)</td>
<td>become poor</td>
</tr>
<tr>
<td>Perceiving (15)</td>
<td>נִּרְא (14)</td>
<td>become perceptible</td>
</tr>
<tr>
<td></td>
<td>נִּגְל (1)</td>
<td>become visible</td>
</tr>
</tbody>
</table>
3.0. *Nifʿal* as Body Action Middle

3.1. Instances of *nifʿal* Verbs of Translational Motion

The following *nifʿal* verbs in Genesis specify an event in which the subject is affected by initiating translational motion: (1) moving away from/towards: נִמְלָל (19.17, 17, 19, 20, 22); נִגְשׁ (33.7); נָמַס (25.8, 17; 35.29; 49.29, 33); (2) hiding: נָבֶה (3.10; 31.27); נָסַר (4.14); (3) splitting: נְפִרָד (2.10; 13.9, 14); (4) flowing: נְשָפֵךְ (9.6).

The verbs in the first group of translational motion middles express movements away from or towards a place or person. In Gen. 19, the deity’s messengers exhort Lot to flee Sodom. The five cases of נִמְלָל designate Lot’s motion away from Sodom in a way that shows that Lot is very much affected by it: the *nifʿal* expresses both Lot’s act of fleeing and the impact it has on him. As both experiencing agent and affected patient, Lot is construed in a single bodily configuration as someone forced to flee for his life.

The *nifʿal* verb נָבֶה belongs to the second group of translational motion, namely, hiding: נָבֶה ... וַא חָבֵא ‘I heard the sound of you in the garden… and I hid’ (Gen. 3.10). The *nifʿal* is not a reflexive voice, as in French *se cacher*, but a middle voice as in English ‘hide’: it sketches the subject’s concealing in a single configuration, and depicts the man as both agent-mover and affected patient. At the same time, the description is not of the entire process of going from the open into a hidden spot to prevent easy visibility or discovery, but the end stage only. This stands in contrast to use of the cognate *hitpaʿel* two verses earlier, where
the temporal process itself is described: ‘They heard the sound of YHWH God (…) and the man and his wife hid from the face of YHWH God among the trees in the garden’ (Gen. 3.8). The hitpa‘el marks the temporal process of the act of hiding from beginning to end, not just the end result. This is, at least in this text, the main difference between nif’al נֶ֙חֲבָּ֣א and hitpa‘el הִּתְחַבָּ֖א.

The third group of nif’al verbs of translational motion is represented by נִפְּרַדּ, used three times in Gen. 13.9–14. The first time is a singular imperative used by Abram and addressed to Lot: ‘Is not the whole land before you? Please depart/separate from me. If you go north, I will go south…’ (Gen. 13.9). The idea expressed here is that of Lot being offered the possibility of leaving Abram. He is the person who may perform the action of parting, though the action will also affect him. The NJPS translates: “Let us separate.” In that case the verb should have been set in the plural, in which case the action would have been reciprocal and both would have carried out the leave taking. But this is not the way Abram presents it. Rather Lot is presented as agent-subject and affected patient, although the action itself, pointing towards a future situation, is yet to be executed. Indeed, v. 11 tells us that Lot makes up his mind and chooses to journey eastward. But then, later in the same verse, again נִפְּרַדּ is used, but this time in the plural, ‘thus they parted’ (Gen. 13.11b), expressing a collective action, performed by Abram and Lot together. The third time, the same verb’s infinitive construct is used, providing a résumé of the event: ‘And
YHWH said to Abram after Lot had parted from him…’ (Gen. 13.14). Here, again, the parting event is described not in terms of a mutual and collective action, but as one performed by Lot alone. So it refers back to v. 9, not to v. 11. Yet, the *nif'al* describes it as a resultative state, that is, in reference to an event that happened before.

And finally, the last group of translational motion is represented by *nif'al נִשָּׁפָךְ*. In Gen. 9.6, the cognate *qal* participle in the phrase שֹפְךָם הָאָדָם, commonly translated ‘whoever sheds the blood of man’, is followed by the *nif'al yiqtol* in v. 6b in בֵָֽאָדִָ֖ם דָּמֶ֣וֹ נִשָּׁ֣פְךָֽ, commonly translated as passive ‘by man shall his blood be shed’. The reason why the preposition -ֹ cannot indicate a passive construction with an external agent is given by JM (§132c), who conclude the following for an instrumental meaning ‘by’ (‘by means of’):

In Gen. 9.6 בֵֹ is used and not מָ because man is here the instrument of justice (...): *He who sheds a man’s blood, by (means of) a man shall his blood be shed*. On the other hand, examples of בֵֹ with the meaning of the Latin *ab* are

---

4 JM §132c:

Some prepositions may be used with a passive verb to indicate the author of the action. As a rule a proper passive form can be used only if the author of the action (the agent) is not named. Thus a sentence like *the innocent blood shed by Joab* must usually become in Hebrew *the innocent blood which Joab shed*.

Cf. Gen. 21.3; 1 Kgs 2.31; Est. 2.6.
doubtful: in נָשַׁע בַּיהוָה 'to be saved by Y. (Dt 33.29; Is 45.17)
the meaning is rather per (Germ. *durch*) ‘through’. (JM §132e)\(^5\)

However, this understanding of -ב in Gen. 9.6 is unique, and, in my view, led more by textual interpretation than by syntax. If however, the *nifʿal* is understood as signalling middle voice, this verse would not be syntactically unusual or irregular, but indicates that the blood is both the subject of the movement of flowing as well the affected patient. Then the verse can be rendered as ‘whoever sheds the blood of man—in that man his blood will pour’, which means that the murderer’s own blood will gush out of his own body (in an act of retribution).

In all instances of translational body motion middle verbs in Genesis, the *nifʿal* designates an event in which the subject is both involved in and affected by the consequences of self-performed movements. In these cases, the *nifʿal* rarely reflects the entire temporal process from beginning to end, but more often the end stage, the result, or the impact of such a process.

\(^5\) JM (§132e) continue with: “Text-critically doubtful cases: Nu 36.2; Ho 14.4.” For those who do not share their text-critical view, it should be noted that in כֻּפֶּר בַּהֲם ‘with which atonement was made’ (Exod. 29.33) and צֻוָּה בַּיָּהוָה ‘(my lord) was commanded by YHWH’ (Num. 36.2) the *puʿal* (not the *nifʿal*) is used; in other words, the passive is not expressed by -ב + noun, but by the *puʿal*+ -ב + noun construction.
3.2. Instances of nif'al Verbs of Non-translational Motion

Genesis contains the following nif'al verbs of non-translational motion: (1) remain (behind): נִשָּׁר (7.23; 42.38; 47.18); נַשֵּׂר (32.25; 44.20); נַשֵּׂר (42.19); נֶשְׂר (8.2), נַשֵּׂר (8.12); (2) stay/lie down (in resting place): נָכָר (15.15; 35.8, 19); (3) stand (upright): נִצָּב (24.13, 43; 28.13; 37.7).

The first group of non-translational middles express the event of ‘remaining (behind), staying (imprisoned), waiting’, not in the sense of being left behind, but as a description of the resulting state. After the Flood has destroyed all living beings, the nif'al in וַיִּשָּׁר אַךְ־נִחָוֹא וְאָשָׂר אִיתִוֹ בַּת בִּהוּ (Gen. 7.23) describes Noah’s state. There is no implied agent leaving him behind. The same applies to the nif'al participle נִשְאָּר ‘is left (ms)’ (Gen. 42.38), where Benjamin is Jacob’s only remaining son, and for the nif'al qatal לֹא נִשְּאָּר לִפְנֵי אֲדֹנִי בִּלְתִי אִם גְוִיָת וְאַדְמָת וְאַלְמְמוֹן ‘nothing has been left before my lord but our bodies and our land’ (Gen. 47.18), when Joseph’s brothers refer to the final stage of the remaining process, which may be rendered more idiomatically as ‘there’s nothing left’.

In Gen. 32.25 and 44.20, the verb nif'al נַשֵּׂר describes other situations in which individuals remains behind. In Gen. 32.25, Jacob sends his wives and children over the river, and in the following clause וַיִּוָּת נַשְּׂר לָבֶת, the nif'al marks not the passive voice event ‘Jacob was left behind alone [by his wives and children]’, but the middle voice ‘Jacob stayed behind alone’. In Gen. 44.20, the very same phrase is used, this time to indicate that Benjamin is the only remaining son of his father and mother, since his
brother Joseph has died. On both occasions, the *nifʿal* marks the event as one that affects the remaining character.

In these and other cases of *nifʿal* verbs that express non-translational body actions, the *nifʿal* depicts the event of remaining (in a certain place), waiting (in the ark), resting (in the grave), or standing (in an upright position) as designating the consequent state in which the subject’s body finds itself with regard to a location. In all of these cases, the subject is both involved in and affected by the event and at the same time performing the action. Furthermore, these verbs describe not the entire temporal process from beginning to end, but only the final stage of this process or the resultative state of the body with respect to a given location.

### 3.3. Instances of *nifʿal* Verbs of Body Care

The term ‘body care’ refers to actions that one performs on oneself. In the Hebrew Bible various verbs designate such actions: *piʿel* כִּסָה ‘wash’ (44x), *qal* רָחַץ ‘wash’ (69x) or ‘wash oneself’ (3x), *hitpaʿel* הִתְרַחץ ‘wash oneself’ (1x); *qal* שֵׁבֶת ‘wear, clothe oneself, dress (intr.)’ (61x), *hifʿil* הִלְבִּיש ‘clothe, dress (tr.)’ (32x), *piʿel* כִּסֵּה ‘clothe, cover’ (132x), *nifʿal* נֶאֲזֶר ‘be covered’ (2x: Jer. 51.42; Ezek. 24.8), הִתְכַּסֵּה ‘cover oneself’ (9x); *qal* אָזְר ‘gird oneself, bind (of garment)’ (6x), *piʿel* אִזֵר ‘gird another’ (6x); *nifʿal* הִתְאַזֶר ‘be girded’ (1x: Ps. 65.7), *hitpaʿel* הִתְגיָל ‘gird oneself’ (3x); *piʿel* הִתָּגְלָח ‘shave (tr.)’ (18x), *hitpaʿel* הִתְגַּלָח ‘shave oneself’ (2x), *hitpaʿel* הִתְגָּר ‘scrape oneself’ (1x). As these examples show, verbs of body care rarely occur in *nifʿal* in Biblical Hebrew. When used transitively, the verbs are expressed in *qal*, *piʿel*, or *hifʿil*. When used
intransitively, reflexively, or in middle voice they are set in *hitpa‘el*. From the absence of *nifʿal* instances we must deduce that ancient Israelites did not conceive of these kinds of events as middle actions, that is to say, as actions in which (part of) the body is both agent-experiencer and affected patient. This is true for the book of Genesis as well. Only two *nifʿal* verbs for body care appear in Genesis, namely the verb נִמּוֹל, used 15 times in *nifʿal* with the meanings ‘circumcise the foreskin, be circumcised’, and the verb נִגְּמַל, used twice for the weaning of a baby. Instances of *nifʿal* נִמּוֹל are concentrated in two chapters in Genesis, namely chs. 17 (10x) and 34 (5x). I will focus on the occurrences in Gen. 17, which are the following:

1. נִמּוֹל לָכִּים֙ כָּל־זָכָּ֔ר ‘every male among you shall become circumcised’ (Gen. 17.10)
2. נִגְּמַלְתֶּם אִתְבָּשֵׁ֣ר עָרְלָהָ֔ם ‘you shall come in the state of being circumcised’ (Gen. 17.11)
3. נִמְּוֹלִיםּ֖ יִמּוֹל לָכִּים֙ כָּל־זָכָּ֔ר ‘every male among you shall become circumcised at the age of eight days’ (Gen. 17.12)
4. נִמּוֹלִים יִֽמּוֹל יִלְדֵּי בֵ֫יתְךָֽ ‘let every homeborn male become circumcised’ (Gen. 17.13)
5. נִגְּמַל אָבֵרָהָ֖ם לָכַֽם ‘and any male whose foreskin is not circumcised’ (Gen. 17.14)
6. נִגְּמַל אָבֵרָהָ֖ם נִמְּוֹלִים
In the ten instances of nif'al נִמָּוֹל in Gen. 17, two grammatical patterns are discernible: (a) in vv. 10, 12, 27 the subject is a generic masculine plural ‘all male/all men’ and there is no direct object, while an indirect object is included (לָ֙כֶ֙ם ‘among you [mpl]’ and אִ֙תֵּו֙ ‘with him’); (b) in vv. 11, 13, 14, 23, 24, 25, 26 the subject is an individual person (Abraham or Ishmael) with ‘the flesh of the foreskin’ as direct object, and no indirect object is mentioned.

In the first pattern, the agent-subjects are כָּל־זָכָר ‘every male’ and כָּל־אַנְש יֹתוֹ ‘all the men of his house’ and the nif'al shows that all these men experience the event of circumcision, are affected by it, as well as collectively involved, לָ֙כֶ֙ם ‘among you’. In v. 10 the imperative (or infinitive absolute) הִּמָּ֥וֹל addressed to Abraham characterises circumcision as an obligatory part of God’s covenant of with Abraham and his offspring. This is the group the term לָ֙כֶ֙ם refers to. In v. 12, the yiqtol יִמָּ֥וֹל expresses a general rule or obligation and once again the collective nature of the covenant is signalled via the prepositional phrase

‘he circumcised the flesh of their foreskin’ (Gen. 17.23 qal)

‘when he became circumcised’ (Gen. 17.24)

‘when he became circumcised’ (Gen. 17.25)

‘Abraham and Ishmael became circumcised’ (Gen. 17.26)

‘all men of his house...became circumcised together with him’ (Gen. 17.27)
לכים: every boy will become part of the community through circumcision. And finally, in v. 27, the *qatal* בָּעֵל describes the result of the previous actions, again in relation to Abraham’s family, this time marked by the prepositional phrase ‘with him’. On all of these occasions, an external agent goes unmentioned. Instead, the *nif'al* middle expresses the general rule or obligation, as well as the resultative state of circumcision. Yet these verses do not focus on the acts performed on one’s body, although every subject is also experiencer and patient, but on the future (or, in v. 27, past) state of being circumcised and on its consequence for someone’s belonging to the community. The prepositional phrases לָכֶם and אִּתָּו indicate the beneficiary of this new state, namely, the community which these men join through the experience of circumcision. Thus, the *nif'al* middle voice denotes the obligation of achieving the communal state of being circumcised, and can be translated into English as ‘to become circumcised’.

In the second pattern, the *nif'al* נִמּוֹל describes the action of circumcision and takes ‘the flesh of the foreskin’ as its direct object. At first sight, this usage seems similar to active voice, but on further reflection, it, too, appears to express the middle voice. In v. 11, the *nif'al* נִמּוֹלֶּ֔ם indicates that Abraham and his offspring were collectively responsible to have the act performed on their own bodies in order to come into the state of being circumcised. In v. 13, the infinitive construct + *yiqtol* construction הִמָּוֹל׀יִּמִּוֹל stresses this same obligation: ‘let every homeborn male become circumcised’. In v. 14, the relative clause אֲשֶׁר לָא יִּמּוֹל ‘whose foreskin is not circumcised’ describes what happens when a man has not become circumcised: נִכְרְתִָה הַנֶָ֥פֶש הַהִִ֖וא מ עַמֶּ יהָ֙ אֶת־בְרִּיתִִ֖י ה פֵַֽר.
'that person removes himself from his people and breaks my covenant'. In other words, in vv. 11–14 nifʿal נִמּוֹל expresses the condition in which a subject must act as agent, focusing on the consequent state in which he will find himself. The men’s future state will be characterised by circumcision and they are defined as persons who have been circumcised. This new state, then, is the sign of the covenant. Then, in v. 23, the actual practice circumcision is described using the qal בַּּמְלָצִי ‘and he circumcised’.

In the final section, vv. 24–26, two nifʿal infinitivi constructi point back to this event. V. 24 refers to the age when Abraham became circumcised and v. 25 to the age when Ishmael became circumcised. Thus, the events are summarised so that Abraham and Ishmael are depicted as having initiated the action of circumcision and as having been affected by it at the same time.

Based on this analysis of the usages of the nifʿal נִמּוֹל in Gen. 17 a twofold conclusion can be drawn. (1) Nifʿal נִמּוֹל describes the event of becoming or having become circumcised as a rite of passage signalling entry into a covenant community. From this, it becomes clear why Biblical Hebrew verbs for washing, dressing, covering, and laundering are not expressed in nifʿal—for these actions require less personal involvement than circumcision, which is a permanent and intentional body modification. The nifʿal נִמּוֹל expresses exactly this: that one is completely involved and moves from one state into another state of being. The qal בַּּמְלָצִי, by contrast, does not express the subject’s affectedness. (2) Nifʿal נִמּוֹל belongs to two semantic domains: that of body action or care and that of community. In sum, the middle voice of the verb נִמּוֹל adds two important shades of meaning to the qal
meaning ‘circumcise’, namely that of affectedness and of group identity.

### 3.4. Conclusion: Nifʿal as Body Action Middle

In the 78 instances in Genesis of nifʿal verbs that designate body actions, the verb describes an event in which the subject is affected by carrying out an action in or through its body. The nifʿal rarely reflects the entire temporal process from beginning to end; it more often marks the conclusive, final, or resultative stage of such a process, including the impact of the process on the subject. This is true for translational and non-translational body actions, where the nifʿal expresses the result of the movement or the event of remaining, as well as for attestations of nifʿal נִמְלָט ‘become circumcised’ in Genesis. It also appears that the middle voice can add shades of meaning to the verbal root: the five instances of nifʿal of נִמְלָט do not belong to the semantic domain of ‘movement’ alone, but also to the domain of ‘emotion’, while nifʿal נִמְלָט belongs not only to the domain of ‘body care’, but also to the semantic domain of ‘community’ or ‘people’. This may reflect the fact that these verbs do not express a self-contained event, but rather the resultative state in which someone finds themself (or comes to find themself), often in relation to the collective other.

In sum, nifʿal verbs of body action in the book of Genesis conceive of the event from a final, conclusive, or resultative point of view. Expressed in middle voice, the events are not construed as unfolding over time, but as having been achieved, that is, as achievements that affect or have an impact on the initiating
subject, who is at the same time the affected patient. In these middle constructions, the verbal root takes on new shades of meaning.
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1.0. Introduction

The relationship between subject and predicate is one of the most fundamental elements in natural human language. While there is certainly great diversity among the world’s languages in how this relationship is manifested, all languages seem to have a means of predicking an entity or property of a subject. Biblical Hebrew (BH), broadly speaking, presents a relatively straightforward system for this kind of relationship, which has experienced a robust research tradition. These works do not coalesce in agreement on every issue, but there has emerged an overall consensus which features the verbless (or nominal) clause as the construction for non-verbal predication in present tense and the verb הָיָה functioning in one of two ways: as a copula hosting tense, aspect, and mood (TAM) features, like an auxiliary, and as a ‘true’ verb in the sense of become, exist, happen, etc.

As is often the case in the study of natural language, however, things are rarely as straightforward as they may appear.

---

1 Andersen (1970); Bartelmus (1982); Waltke and O’Connor (1990, 72); Niccacci (1990; 1993; 1999); Miller (1999); Zewi (1994; 1999; 2013).
First, it has been accepted that the copula הָיָה licenses TAM features, but exactly which TAM features has not been demonstrated in an exhaustive study. Second, as Wilson (2018; 2019; 2020a) has recently demonstrated, it is possible to account for the semantic variation of הָיָה in a uniform way typical of auxiliaries. If so, the ‘true’ verb function observed by many can be understood as an extension of the role of הָיָה as an auxiliary. Third, in research on copular sentences, both theoretical and cross-linguistic, there is usually a separate construction—the existential—that shares many of the same morphosyntactic pieces as copular sentences, but that makes a fundamentally different assertion. In BH, the particles יש and אֵין are typically discussed with respect to existentials, but examples such as (1) demonstrate that הָיָה may also be used in an existential construction.

(1) וַיְיִהְיֶה אִיש מֵהֵר אֶפְרָיִם וְשָׁמִיו מְיָהוֹ׃

‘There was a man from the hill country of Ephraim and his name was Micah.’ (Judg. 17.1)

Thus, the two goals of this paper are as follows. First, I will introduce existentials as a separate construction, distinct from copular sentences, which also utilise הָיָה. Second, I will demonstrate which TAM features are correlated with the presence of הָיָה, as opposed to the default verbless clause, based on an exhaustive study of the finite forms of הָיָה in BH. Before discussing these two points, it is necessary to provide a basic description of copular sentences with הָיָה in BH.2

---

2 This paper is based on a poster presented at the conference Biblical and Rabbinc Hebrew: New Perspectives in Philology & Linguistics at the University of Cambridge, 8–10 July, 2019. The work is a summary of
2.0. The Basics of Copula Use in BH

BH, like many other languages (Arabic, Russian, etc.), does not permit an inflected verb in present tense copular sentences, as in (2).

(2) אַבֵּדָךְ אִישׁ מִלְחָמָה
‘Your father (is) a man of war’. (2 Sam. 17.8)

As is common in many languages, BH also utilises a copular verb to license future tense, as in (3).

(3) וָָֽהִיםְיָֽתִי נַעַֽדְונַֽדְּבָֽאֶרֶץ
‘But I will be a stranger and a foreigner in the land.’ (Gen. 4.14)

One unique difference between BH and other languages, such as Arabic and Russian, is that an overt copula is not required for a sentence to be grammatical in past tense. In fact, Wilson (2018) states that there are more examples in the Hebrew Bible of past-referring verbless clauses than clauses with an overt form of הָיְהִי.

It has been noted that in BH, a verbless clause may carry the tense of the surrounding context without requiring an overt copula in every case. The sufficiency of context to carry the tense of an expression forward in other languages has been noted in some of the central claims of the author’s doctoral dissertation. The book-length adaptation of the dissertation published in Wilson (2020a) includes a much more technical treatment of these and many more issues. This paper distils the results of that volume and makes them accessible to those who may not work in the formal frameworks utilised in the original research.
research by Progovac (2006, 55). Examples are abundant in past-referring contexts in BH, but also occur less frequently in future-referring contexts, as in (4).³

(4) וְיִתְּן יְהוָה גּוֹמֵם אֶת־יִשְׂרָאֵל עִמְּךָ בְּיִדְוָ֖פְלִשְׁתֵּים עִמָּךְ אַתֶּֽה וּבָנֶּ֑יךָ

‘so that YHWH will give Israel as well as you into the hand of the Philistines and tomorrow you and your sons (will be) with me.’ (1 Sam. 28.19)

Since it is the case that a context set in past time is sufficient to license the tense for copular sentences, the question arises: Why are there preterite and suffixed forms of הָיָה and what purpose do they serve? Do they serve merely to disambiguate the tense in copular sentences? An exhaustive analysis of the data reveals that a precondition for answering these questions is establishing the distinction between existential and predicational sentences. Second, it is necessary to recognise the reality of features in addition to tense that control the manifestation of הָיָה. Copulas and auxiliaries are frequently used to express different features in different contexts depending on the language. This is consistent with the analysis of auxiliaries by Bjorkman (2011). These points will be made in turn.

3.0. The Existential/Predicational Distinction

Existential sentences are distinct from predicational sentences both semantically and syntactically, though in many languages the syntactic distinction is not as obvious as the semantic. In English, the distinction is often made through the expletive there and

³ Thanks to Jesse Scheumann for discussion about these constructions.
the inversion of the copula in an existential, e.g., the inversion of *is* and *book* in (5).

(5) There is a book on the bookshelf.

This is distinct from the predicational counterpart in (6).

(6) A book is on the bookshelf.

The semantic distinctions between sentences like (5) and (6) have been discussed thoroughly in Francez (2007, 2009). One of the defining features of existentials is the alternate encoding of the figure-ground relationship, which is also present in predicational locative sentences (Creissels 2014). Partee and Borchev (2002; 2008) provide a clever metaphor, which illuminates the semantic distinction between existentials and predicational locatives:

An analogy may be made with a video camera and “what the camera is tracking”. A predicational sentence keeps the camera fixed on the protagonist as she moves around (THING as Center); an Existential sentence is analogous to the way a security camera is fixed on a scene and records whatever is in that location (LOC as Center). (Partee and Borchev 2008, 156)

The anatomy of existentials generally consists of a pivot, e.g., *book* in (5), and a coda, e.g., *on the bookshelf* in (5), and either a particle or a verbal copula (Bentley et. al. 2013). The pivot of an existential is considered the object, while the subject is the contextual domain which can be further specified by the coda (Francez 2007; 2009), though this point is debated (Stowell 1978; McNally 2011).
In BH, the syntactic encoding of existentials is clearest in sentences employing the particle יֵש for positive existentials (7) and the corresponding אֵין for negative existentials (8).

(7) אוּל ִ֥י יֵש חֲמִשִִּׁ֥ים צ דִּי קִָ֖ם בְתִ֣וֹך הָעִִ֑יר
‘Suppose there are fifty righteous within the city.’ (Gen. 18.24)

(8) אֵיִלָהְּם חָל אֵלַתָּה יִד
‘There is no common bread on hand.’ (1 Sam. 21.5)

The data demonstrate, however, that הָיָה is also used in both positive (9) and negative (10) existential sentences.

(9) וְיְהִָ֤יָה רָעָבִ֙֔י בְכָל־הִָ֣אֲרָצָ֔ו
‘There was a famine in all the lands.’ (Gen. 41.54)

(10) וְלֹא־הִָ֥יָה מַֹ֖י ם לָעֵדִָ֑ה
‘There was no water for the congregation.’ (Num. 20.2)

These are clearly existential, because the nominal—רָעָב ‘famine’ in (9) and מַֹ֖י ם ‘water’ in (10)—must be a pivot, and not a subject, for the sentence to be grammatical. If ‘famine’ was the subject of a predicational sentence, it would likely have a definite article, since it is active in the common ground. הָיָה is present in sentences like (9), because BH existentials, as opposed to predicationals (cf. §2, ex. (4), above), require a form of הָיָה in both past and future contexts. Further comment is provided in Wilson (2020a) and Naudé, Miller-Naudé, and Wilson (2019; forthcoming) on the alternation and diachronic development of the existential particles and הָיָה in existential sentences. The fact that existentials as a distinct clause type require some form of הָיָה (when an existential particle is not present) accounts for many manifestations of the copula in the Hebrew Bible.
4.0. Features Controlling the Presence of הָיָה

Copula systems in languages around the world represent different feature bundles that control the presence and shape of their copulas or copula-like elements. These feature bundles include TAM features, evidential features, and others. Often, taxonomic variables (i.e., types of predicates) also contribute to the variation in copular sentences. The copula system of BH is controlled by aspect/mood features, Aktionsart features, and additional eventive features, which are noted in Wilson (2020a).

Imperfective/habitual aspect is reflected in (11) which, though existing in a past tense context, utilises the prefixed form to represent imperfective aspect.

(11) וּבָעֶֶ֜רֶב י הְיֶֶ֧ה עֵַֽל־הַמּ שְׁכָָ֛ן כְּמַרְא ה־א ֹ֖שׁ עַד־בּ ֵֽקֶר
‘In the evening, it would be over the tabernacle like the appearance of fire until morning.’ (Num. 9.15)

Example (12) demonstrates that the suffix conjugation can be used to represent the perfect tense/aspect. Wilson (2018;

---

4 I adopt the definition of features in the research tradition of Distributed Morphology, specifically the Late Insertion hypothesis, which postulates that syntactic terminals are bundles of features which receive their pronunciation post-syntactically (Halle and Marantz 1993). For a more detailed account of how this works, see Wilson (2020a).

5 Stassen (1997); Pustet (2003); Roy (2013).

6 Also see Exod. 40.38.

7 For a review of the perfect as a conflicting category in theories of tense-aspect, see Ritz (2012).
2020a) argues that the suffixed copula in Gen. 1.2 should also be understood as (past) perfect, (13).

(12) אֶנְשֵׁי מַכְנַהְתָּם עֲבָדִיֵךְ מִנְעְרוּתֵינוּ וְעָתָּה
‘Your servants have been men of livestock from our youth until now.’ (Gen. 46.34)

(13) וַתָּהָוּ הָאָרֶץ הָיְתָה תֹֹהוּ וָבֹ֔וּהוּ
‘The earth had been formless and empty.’ (Gen. 1.2)

The mood features controlling(Session 1979) are obvious, since they have distinct morphology. A well-known example is (14).

(14) וַיֹּאמֶר אֱלֹהִים יְהִי אִוֹר
‘And God said, “Let there be light.”’ (Gen. 1.3)

There are both jussive forms (3ms יְהִי: 67 examples; 3mpl יְהִי: 21 examples; 2fs יְהִי: 28 examples; 2fpl יְהִי: 4 examples) and imperative forms (ms יְהִי/וַיְהִי: 15 examples; 8 fs יְהִי/וַיְהִי: 2 examples; mpl יְהִי: 9 examples).

In addition to these simple aspect/mood examples, there are more complex examples, which reflect different semantics in terms of subject and complement. Example (15) illustrates the well-known הָיָה לְ construction noted by Jenni (2000).

(15) וַאֲתָה תִּהְיֶנָה לְנָגִָ֖יד עָלַיְּיָ֣רָא
‘You will become leader over Israel.’ (2 Sam. 5.2)

This is rightly classified as an inchoative construction, which presents the subject as acquiring a state. This function of(Session 1979) moves

---

8 For the alternation between waw and yod as the second radical in some forms of the copula, see Katz (1996, 143).
beyond stative to eventive Aktionsart, and, more specifically, indicates an achievement (see, inter alia, Vendler 1957). It is not uncommon, even in English, to see copular sentences with eventive Aktionsart. Consider (16), which has an agentive subject and eventive Aktionsart.

(16) Sam was rude three times.

Research on copular sentences in other languages has demonstrated how common this is. Another example of achievement Aktionsart in BH copular sentences is the ‘directional’ construction, as in (17).

(17) וַיְהִי דְבָרָיוֹ הָאָלִישָׁמֹואֵל

‘The word of YHWH came to Samuel.’ (1 Sam. 15.10)

In addition to a prepositional predicate, the directive heh may also be used, as in (18).

(18) וְהָיֶ֥וּ תֹּצֵא תָֹ֖יו הַיִָּ֑מָּה

‘Its extremities went to the sea.’ (Josh. 16.8)

Rather than inchoative, these examples demonstrate telic achievements with experiencer subjects. Marin and McNally (2011) have demonstrated the relationship between inchoative and telic achievements, which are similar though separated by a principal concern with boundary happenings. While inchoative achievements note the onset boundary, telic achievements note the end boundary. Normal events are concerned with intervals, while boundary happenings are concerned with points. Examples

9 Adger and Ramchand (2003); Markmann (2008); Cowper (2010).
(17) and (18) are non-durative and focus principally on the points of the boundary happenings.

One more example illustrates this phenomenon. These constructions are ‘complement-less’ copular sentences. They are also achievement predicates, which require the presence of הָיָה.

(19) אָתָּא כֶלֶא-אֶלֶה יִשְׂרָאֵל הָיָה לְהוָֹ֖ה לְךָ הֲקָלֹֽאָלָֽה אַשָּֽׁהְנוּ

“All these my hand has made and all these came to be” declares YHWH.’ (Isa. 66.2)

Interestingly, the achievement predicate function of הָיָה has led to the development of nifʿal הָיָה, examples of which are all achievement predicates. Example (20) is the only instance of the inchoative sense. Example (21) demonstrates the directional. Example (22) is complement-less, which is the construction type with the most instances of הָיָה.

(20) ויִהְיָּ֖ה לָעָֹ֖ם לַיהוָֹ֖ה אֲלֹּךְ

‘This day you have become the people of YHWH your God.’ (Deut. 27.9)

(21) כִּ֝֗י מֵאִֽתִּי נִהְיָֽֽה הָדָּבָּֽר הָזָּֽה

‘For this thing has come from me.’ (2 Chron. 11.4)

(22) אִיּוּכֶּ֣ה נִהְיָּ֖ה הָרָעְ֥ה הַזֶּֽה

‘How did these evil things happen?’ (Judg. 20.3)

In addition to these conditions, the manifestation of הָיָה can also be attributed to disambiguation in certain examples. Example

---

10 Exod. 11.6; Deut. 4.32; Judg. 19.30; 20.12; 2 Sam. 13.35; 1 Kgs 1.27; Jer. 5.30; 48.19; Ezek. 21.7; 39.8; Joel 2.2; Prov. 13.19; Dan. 8.27; 12.1; Neh. 6.8.

11 Also 1 Kgs 12.24; Dan. 2.1.
(23), for instance, includes both a prefixed and a suffixed form of הָיָה for the sake of temporal disambiguation.

(23)

רָכָּב יְהֹוָּה יְהוָָ֖ה עַל־הָָ֖לָּחָֽדָתָ֖ה עִם יִשְׁרָ֣אֵל יִֽהְיֶֶ֞ה וּפִֽיקַּר הָֽיָּ֖ה עִם מֹשֶׁ֣ה (23)

‘Only, YHWH your God will be with you as he was with Moses.’ (Josh. 1.17)

Another condition which controls the manifestation of הָיָה is related to participant agreement. BH age constructions reveal an interesting pattern in alternating between overt and verbless sentences. Example (24) has a suffixed form of הָיָה, which is sufficient for representing the pronominal subject.\textsuperscript{12} Example (25) has an overt subject and a verbless predicate.\textsuperscript{13}

(24) וֹזֶז וְחָמֵָ֤שָׁה שָׁנָֹ֛ה הָֽיָּ֖ה בְּמָלְכָ֔וֹ

‘He was 25 years old when he became king.’ (2 Kgs 18.2)

(25) וֹזֶז וְחָמֵָ֤שָׁה שָׁנָֹ֛ה אָחָז בְּמָלְכָ֔ו

‘Ahaz (was) 20 years old when he became king.’ (2 Kgs 16.2)

There is not enough space here to provide a detailed description of why the copula appears in example (24) instead of an independent pronominal subject and a verbless clause. A detailed explanation of this phenomenon is provided in Wilson (2020a).

There is one rare taxonomic variable which appears to control the manifestation of הָיָה in a few examples. There are a few

\textsuperscript{12} Other examples include 2 Sam. 4.4; 2 Kgs 8.17; 14.2; 15.2, 33; 18.2.

\textsuperscript{13} Other examples include 2 Sam. 5.4; 2 Kgs 12.1; 16.2; 21.11, 19; 22.1.
examples in the Hebrew Bible which are classified as specificational sentences (Higgins 1979; Stassen 1997), which utilise the BH copula, as in (26).\footnote{For other representative examples see Gen. 5.4, 11; Josh. 19.25.}

(26) וּ ִ֣ו יִ הְיֹ֣ב נֹֹ֗ח בְּנֵי־נֹֹ֗ח ה יֹ צְאִיםִ֙ מִן־ה תֵּבָָ֔ה שֵָ֖ם וְחִָ֣ם וָיִָ֑פֶת

‘The sons of Noah who came out of the ark were Shem, Ham, and Japheth.’ (Gen. 9.18)

This is not a requirement, however, as there are many examples of verbless specificational sentences.

\section*{5.0. Conclusion}

In this paper I have briefly summarised the features and environments that control the manifestation of the copula הָיָה rather than defaulting to the more common verbless clause. I have presented an account which claims that הָיָה can be classified as an auxiliary whose manifestation and shape are attributed to a feature complex for certain BH non-verbal predicates. Readers of BH will find that most of the finite forms of הָיָה in the Hebrew Bible can be explained using one of the conditions specified in this article.\footnote{A notable exception to this is the isolated הָיָה (also called a discourse marker, in previous studies), which precedes sentences, has defective agreement, and has no predication relationship with clause subject, i.e., does not itself function as a predicate. A thorough treatment of this construction has been provided by Wilson (2019; 2020b).} The complex copula systems of the world’s languages vary due to language-specific feature requirements which determine when and how copulas, or copula-like elements, appear. The BH copula


appears to be obligatory in existential sentences and is controlled primarily by aspect/mood and Aktionsart in copular sentences.
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THE COORDINATION OF BIBLICAL HEBREW FINITE VERB FORMS AND INFINITIVES IN COMPARATIVE SEMITIC AND TYPOLOGICAL PERSPECTIVE

Lutz Edzard

1.0. Introduction

The issue of coordination of finite verb forms and infinitives in Biblical Hebrew, especially in Late Biblical Hebrew, as well as the use of the infinitive absolute as an inner object (comparable to the Arabic mafʿūl muṭlaq) or as an imperative, have received proper attention in Hebrew philology and linguistics. Important references (after treatment in the classic grammars) include Rubinstein (1952); Huesman (1956); Hammershaimb (1963); Waltke and O’Connor (1990, 595ff); Fassberg (2007); Callaham (2010); Morrison (2013); van der Merwe and Andrason (2014); as well as Wang and Noonan (2017).

1 The author wishes to thank two anonymous reviewers for valuable input regarding a number of details and bibliographical references.
In this paper, the issue is examined from the perspective of the concepts of (pseudo-)coordination and (pseudo-) subordination, as proposed by Yuasa and Sadock (2002; see below), drawing on comparison of a wide range of Semitic and non-Semitic data. Deliberately, no attempt is made to trace back the types of (pseudo-)coordination and (pseudo-)subordination dealt with in this paper to any particular branch of Semitic. Rather, the various attestations of coordination and subordination will be placed and analysed within Yuasa and Sadock’s aforementioned typology.

A Biblical Hebrew example illustrating the issue is provided in (1):

(1) Pseudo-subordination in Biblical Hebrew (finite verb form joined with an infinitive)

\[ zəraʿtem  hacōba wə-hāḇē maʿāt \]

sow.PF.2PL.M much and-harvest.INF.ABS little

‘You have sown much but harvested little.’ (Hag. 1.6) (cf. Morrison 2013, 267)

In the case of (1) and the following Phoenician (2), Safaitic (3), and Sabaic (4) examples, we argue for the following scenario. While the infinitive absolute usually denotes a subordinated activity, the semantics of the two or more activities in these cases appear to be more coordinated than subordinated. Hence the categorisation as ‘pseudo-subordination’.

(2) Pseudo-subordination in Phoenician (finite verb form joined with an infinitive)

\[ wa-šibbirti/šabarī milišim wa-taroq ʾanoki kull ha-raʾć \]

and-break.PRF.1SG villain.PL and-uproot.INF 1SG all DEF-evil
‘And I shattered the villains and uprooted all the evil.’ (cf. Hackett 2013)

(3) Pseudo-subordination in Safaitic (Old North Arabic) (finite verb form joined with an infinitive; cf. Al-Jallad 2015, 182)

\[ r'y \quad h-rmh\quad bql \quad w \quad km't \]

pasture.PRF.3SG.M DEF-camel.COL herbage and gather_truffles.INF

‘He pastured the camels on spring herbage and gathered truffles.’

(4) Pseudo-subordination in Sabaic (finite verb form joined with an infinitive)

\[ w-y'ttmw \quad w-tqdm \quad w-rtdh\]

and-regroup.PRET.3PL.M and-advance.INF and-engage_in_battle.INF

‘And they [the Sabeans] regrouped, came to a confrontation, and joined in battle.’ (cf. Nebes 1988, 65)


(5) Pseudo-coordination in Norwegian (finite verb form joined with an infinitive)

\[ De\quad ble\quad stående\quad og\quad vente \]

3PL become.PRET stand.PRES.PART and wait.INF

‘They remained standing, waiting.’ (cf. Lødrup 2002, 138)

In this case, the infinitive ‘to wait’, which we would expect in a syntactically subordinated position (not on the same level), is coordinated by the conjunction og ‘and’; hence the categorisation ‘pseudo-coordination’.

In contrast, the Swahili example (6) again represents a case of pseudo-subordination, as semantic coordination obtains:
Pseudo-subordination in Swahili (finite verb form joined with an infinitive)

\[
\text{wa-na-andika na ku-soma}
\]

\[3\text{PL-PRS-write} \quad \text{and INF-read}\]

‘They write and read.’ (cf. Erickson and Gustafsson 1984)

In the following, we investigate the model of (pseudo-)coordination and (pseudo-)subordination proposed by Yuasa and Sadock (2002), which contains the four different categories exposed in (7), with a modular categorisation into syntax and semantics. We first present Yuasa and Sadock’s model, based on a number of Yiddish examples, and then apply it to Semitic data.

2.0. The Yiddish and Semitic Data in Terms of Yuasa and Sadock (2002)

2.1. A Basic Typology

With respect to Semitic data, ‘pseudo-coordination’ and, to a lesser degree, ‘pseudo-subordination’ (which terms are defined below) have received implicit attention in the realm of converb (gerund) and serial verb constructions. Cf., e.g., Woidich (2002); Versteegh (2009) for Arabic; Meyer (2012) for Amharic; Edzard (2014a; 2014b) for (Ethio-)Semitic; Johannessen and Edzard (2015) for Semitic and north-Germanic; Andrason (2019) for Biblical Hebrew; Andrason and Koo (2020) for Biblical Aramaic (with many further references); cf. also, e.g., Ross (2016, 211).

As always in linguistics, the following caveat should right away be formulated: one should not automatically consider the syntactic features of a target language or language of analysis, typically
English, as the norm or even the ‘underlying’ structure of the source language, or language under analysis. This holds also and especially for the categories coordination (parataxis) and subordination (hypotaxis).

Table 1 lists the basic categories presented in Yuasa and Sadock (2002), a classic bi-polar scheme. The fact that Yuasa and Sadock base their typology on nominal syntax in no way affects the validity of their model for verbal syntax. What matters here is simply the Boolean bi-polar scheme (the category ‘subordinate’ could also be encoded as ‘−coordinate’):

Table 1: Scheme (Yuasa and Sadock 2002, 91)

<table>
<thead>
<tr>
<th>Name</th>
<th>Syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple coordination</td>
<td>Coordinate</td>
<td>Coordinate</td>
</tr>
<tr>
<td>Pseudo-coordination</td>
<td>Coordinate</td>
<td>Subordinate</td>
</tr>
<tr>
<td>Simple subordination</td>
<td>Subordinate</td>
<td>Subordinate</td>
</tr>
<tr>
<td>Pseudo-subordination</td>
<td>Subordinate</td>
<td>Coordinate</td>
</tr>
</tbody>
</table>

For the sake of illustration, we start by reviewing some of Yuasa and Sadock’s (2002, 111ff) Yiddish examples in the nominal realm. The case of simple coordination is the most basic. In (7a), tate ‘father’ and mame ‘mother’ are on the same level, and one would expect plural agreement with any following verbal predicate (7a):

(7a) Simple (‘normal’) nominal coordination in Yiddish

دير טאַטע un ди מאמע

‘the father and the mother’ (i.e., ‘father and mother’)

DEF.M.NOM father.NOM and DEF.F.NOM mother.NOM
Yuasa and Sadock provide no matching example of nominal pseudo-coordination, e.g., an example where the second noun would be dependent on the first one, but one might compare a standard Classical Arabic construction, such as (7b):

(7b) Nominal pseudo-coordination (*mafʿūl maʿa-hū*) in Arabic

\[
sīrtu wa-n-nīl-a
\]

travel.1sg.pf and-def-Nile.acc

‘I travelled with the Nile’.

The traditional grammatical explanation here is that the conjunction *wa*- ‘and’ is reanalysed as a preposition, but an account of (7b) may well refer to the concept of pseudo-coordination in this case.

Yuasa and Sadock’s example of simple (or ‘normal’) subordination in Yiddish is the following (7c):

(7c) Simple (‘normal’) nominal subordination in Yiddish

\[
der rebe mit-n hunt
\]

DEF.m.nom rabbi with-def.m.dat dog

‘the rabbi with the dog’

Here *hunt* ‘dog’ is both syntactically and semantically subordinate, i.e., a subsequent verbal predicate would refer only to the *rebe* ‘rabbi’, not to the dog, and would always be in the singular.

Example (7d) is *a priori* ambiguous. Formally it looks like simple subordination (7c), but in principle, both subordinate ‘inegalitarian’ and coordinate ‘egalitarian’ readings are possible:
(7d) Nominal pseudo-subordination in Yiddish

דער טאַטע מיט דער מאמען

*der tate mit der mamen*

DEF.M.NOM father.NOM with DEF.F.DAT mother.DAT

‘the father with the mother’ (i.e., ‘father and mother’)

The appropriate reading as a pseudo-subordination is borne out in example (7e), clearly a construction *ad sensum*, i.e., a construction in which semantics override syntax. The verbal predicate exhibits plural agreement, referring to both *tate* ‘father’ and *mame* ‘mother’, even though *mame* ‘mother’ is syntactically subordinate (in standard German, (7e) would be ungrammatical):

(7e) Nominal pseudo-subordination in Yiddish

דער טאַטע מיט דער מאמען זינגען אינאיינעם

*der tate mit der mamen zingen*

DEF.M.NOM father.NOM with DEF.F.DAT mother.DAT sing.IPF.3PL ineynem
together

‘Father and mother are singing together.’

2.2. The Semitic Material

On both the phrasal (nominal) and the sentential (verbal) level, there exist coordinating (paratactic) and subordinating (hypotactic) constructions in Semitic that are not fundamentally different from comparable constructions in Germanic or Romance, so they will not be covered here. In the following, we will concentrate on instances of verbal pseudo-coordination and pseudo-subordination.
As a further preliminary remark: it is not always possible to place a given construction in the model by Yuasa and Sadock, as borderline cases do exist. The main issue in Semitic is that coordinated structures may appear asyndetically, i.e., without an intervening conjunction, and that subordinated structures may appear with an intervening conjunction, thus blurring the basic picture. The following instances of pseudo-coordination and pseudo-subordination are salient in Semitic and beyond and will be treated here, first cases of pseudo-coordination (§§2.2.1–4), and then cases of pseudo-subordination (§§2.2.5–6). It is not claimed that the following typology is in any way exhaustive.

Pseudo-coordination

- 2.2.1. Syndetic constructions with posture or motion verbs
- 2.2.2. Syndetic serial-verb constructions
- 2.2.3. Asyndetic serial-verb constructions
- 2.2.4. Syndetic converb(-like) constructions

Pseudo-subordination

- 2.2.5. Asyndetic converb construction
- 2.2.6. Syndetic constructions consisting of finite VPs and infinitives

2.2.1. Syndetic Constructions with Posture or Motion Verbs

We start out with cases of pseudo-coordination, i.e., cases, where, in spite of coordinating syntax, subordination obtains on the semantic level. Typically, such constructions involve as first constituents verbs that are semantically reduced. As in Scandinavian
languages, syndetic constructions with a posture verb are not unusual in both older and more recent Semitic language varieties. In (8), representing Levantine Arabic, the posture verb *qaʿdat* ‘she sat’ is semantically bleached (reduced) or, if one so pleases, grammaticalised.

(8) Pseudo-coordination with a posture verb (cf. Ross 2016, 211)

\[
\text{sit.PF.3SG.F and-write.PF.3SG.F}
\]

‘She was writing...’ (Levantine Arabic)

A Biblical-Aramaic example of pseudo-coordination with a posture verb, here *qām* ‘to arise’, is the following (9):

(9) Pseudo-coordination with a posture verb in Biblical Aramaic (cf. Andrason and Koo 2000, 10)

\[
bēdayin qāmū zərubbabāʾel bar-šəʾalīʾēl wə-yēšūaʿ
\]

‘Then Zerubbabel the son of Shealtiel and Jeshua the son of Jozadak arose and began to build the house of God, which [is] in Jerusalem.’ (Ezra 5.2)

Syndetic constructions with motion verbs occur as well; these are typologically close to the following type represented in
(10) and (11), to wit, syndetic serial-verb constructions. First is a Gǝʿǝz example of pseudo-coordination with a motion verb, ʾaqdāmku ‘I preceded’, which in English is best rendered by an adverb (10).

(10) Pseudo-coordination with a motion verb (cf. Rubin 2005, 33)

\[ ʾaqdāmku \quad wa-nāgārku-kəmu \]

precede.PF.1SG and-tell.PF.1SG-2PL.M

‘I told you beforehand.’ (1 Thess. 3.4) (Gǝʿǝz)

The Norwegian example (5) cited above and repeated below (11), in which ‘remaining standing’ and ‘waiting’ are also syntactically parallel (on the same level), likewise belongs to the category of pseudo-coordination. On the semantic level, however, we observe subordination in this case (‘standing’ and ‘waiting’ are not on the same level).

(11) Pseudo-coordination in Norwegian (finite verb form joined with an infinitive)

\[ De \ ble \ stående \ og \ vente \]

3PL become.PRET stand.PRES.PART and wait.INF

‘They remained standing, waiting.’ (cf. Lødrup 2002, 138)

2.2.2. Syndetic Serial-verb Constructions

Closely related to the previous type are serial-verb constructions sometimes referred to a ‘verbal hendiadys’ (cf., most recently, Andrason 2019), in which the first semantically bleached or grammaticalised verb is again best rendered by an adverb in European languages. The prototypical case here is to do something again, as expressed by the verbs הָיַּד, way-yōsep ‘and he added’ and atûr
‘I returned’ in Biblical Hebrew and Akkadian, respectively, as in the following two examples.

(12) Syndetic serial-verb constructions in Biblical Hebrew

\[
\text{way-yōseph ʾab ráhām way-yiqqaḥ ʾiššā}
\]

and-add\text{.PRET.3SG.M} Abraham and-take\text{.PRET.3SG.M} wife

‘And Abraham took once again a wife.’ (Gen. 25.1)

(13) Syndetic serial-verb constructions in Akkadian (cf. Huehnergard 2005, 125)

\[
\text{atūr-ma wardam ana bēli-ya aṭrud}
\]

return\text{.PRET.1SG-and} slave\text{.ACC} to lord\text{.GEN-1SG} send\text{.PRET.1SG}

‘I sent the slave to my lord again.’ (Akkadian)

2.2.3 Asyndetic Serial-verb Constructions

Asyndetic serial-verb constructions also occur in more recent registers of Arabic. Alongside the already encountered verb \text{rigiʿ} ‘he returned’ one finds the ingressive verb \text{qāmū} ‘they began’, as in the following two examples.

(14) Asyndetic serial-verb construction in Middle Arabic (cf. Versteegh 2009, 196)

\[
\text{qāmū taqātalū}
\]

get\text{.PF.3PL.M} fight\text{.PF.3PL.M}

‘They began to fight with each other.’

(15) Asyndetic serial-verb construction in Cairene Arabic (cf. Woidich 2002, 128)

\[
\text{rigiʿ hirib tāni}
\]

return\text{.PF.3SG.M} flee\text{.PF.3SG.M} second\text{.time}

‘He fled a second time.’ (Cairene Arabic)
2.2.4. Syndetic Converb(-like) Constructions

In the following two examples, the two converb-like constructions *ka-hārīm-ī* ‘as my lifting’ (Biblical Hebrew) and *p’il ʾnk* ‘my making’ (Phoenician), i.e., infinitives followed by either an enclitic pronominal suffix or an independent pronoun—from a Semitic perspective, this is the underlying structure of converbs—are followed by a finite verb (cf. also Lipiński 2010). Even though the semantics of the resulting construction are of a subordinating character, the syntax is basically coordinating; hence the categorisation as pseudo-coordination.

(16) Syndetic converb(-like) construction in Biblical Hebrew (cf. Lipiński 2001, 427)

\[ \text{wa-yhī ka-hārīm-ī qōl-ī wāʾəeqrā} \]

and-be.PRET.3SG.M as-lift.INF-1SG voice-1SG and-cry.PRET.1SG

‘Lifting up my voice I cried.’ (Gen. 39.18)

(17) Syndetic converb(-like) construction in Phoenician (cf. Lipiński 2001, 427)

\[ p’il ʾnk … l-rbt-y … w-šmʾ ql \]

make.INF 1SG … to-lady-1SG … and-hear.PF.3SG.F voice(-1SG)

‘I having made (this) … for my Lady …, she heard my voice.’

2.2.5. Asyndetic Converb Constructions

We now turn to the opposite scenario, pseudo-subordination, in which one constituent appears in a typically subordinate state (converb/gerund or infinitive), even though the semantics of the resulting construction are more of a coordinating character (as

The fact that the events expressed by converbs in (18), tärtäw ‘having called (PL)’ and täsaffərəw ‘having gotten in (PL)’, precede the final event expressed by a finite verb, yədärsallu ‘they arrive’, does not necessarily make the non-final events semantically subordinate.

(18) Asyndetic converb construction in Amharic (cf. Appleyard 1995; Edzard 2014)

\[
taksi \, tärtäw \, täsaffərəw \, kä-ṭəqit \, gize \, bä-h"ala
\]
\[
taksi \, call.CVB.3PL \, get_in.CVB.3PL \, of-little \, time \, after
\]
\[
məgəb \, bet \, yədärsallu
\]
\[
food \, house \, arrive.IPF.3PL
\]

‘They call a taxi, get in, and after a while they arrive at the restaurant.’ (‘having called, a taxi, having gotten in,...’)

The same holds for (19), even though gäbto ‘coming in’ is reminiscent of a motion verb. However, no semantic bleaching or grammaticalisation takes place in this case.

(19) Asyndetic converb construction in Amharic

\[
gäbto \, täqämətä
\]
\[
come_in.CVB.3SG.M \, sit_down.PF.3SG.M
\]

‘he came in and sat down’ (‘his coming in, he sat down’)

In other cases, e.g., (20), true subordination obtains (here indicating manner).
(20) Asyndetic converb construction in Amharic

\textit{lağ-u roṭo gäbbä}
\textit{child-DEF run.CVB.3SG.M come_in.PF.3SG.M}

‘the boy came in running’ (‘the boy his running he came’)

In other languages, e.g., Turkish, true subordination can be observed in similar constructions, as in (21). Here, the first event clearly conditions the occurrence of the second event.

(21) Asyndetic converb construction in Turkish (cf. Johanson 1995, 313)

\textit{Ali gel-ince Osman şaşır-d-t}
\textit{Ali come-CVB Osman be_surprised-TRM.PST-3SG}

‘When Ali came, Osman was surprised.’

2.2.6. Syndetic Constructions Consisting of Finite VPs and Infinitives

We turn now to the origin of our paper, i.e., the phenomenon of syndetic constructions consisting of finite VPs and infinitives. These are also subsumed under the category pseudo-subordination. While an infinitive usually marks a semantically subordinated event, in the following examples the events mostly occur on the same semantic level. A possible explanation, suggested by several of the cited authors, is that once the tense/aspect of the first event is firmly established by a finite verb form, the relevant morphological information can be ‘economised’ in a subsequent verb form, leaving a blank infinitive. Here follow examples, some of which were already introduced at the outset of this paper, in the languages Phoenician, Safaitic (old Northern Arabic), Sabaic,
and Biblical Hebrew (cf. also Rubinstein 1952; Huesman 1956; and Morrison 2013).

(22) Phoenician (finite verb form joined with an infinitive) (cf. Hackett 2013)

 wa-šibbirti/šabarti milišim wa-taroq ḫanoki kull
and-break.PRF.1SG villain.PL and-uproot.INF 1SG all

ha-raᵉc
DEF-evil

‘And I shattered the villains and uprooted all the evil.’ (cf. Hackett 2013)

(23) Safaitic (finite verb form joined with an infinitive) (cf. Al-Jallad 2015, 182)

 rʿy h-rmḥ bql w kmʾt
pasture.PRF.3SG.M DEF-camel.COL herbage and gather_truffles.INF

‘He pastured the camels on spring herbage and gathered truffles.’

(24) Safaitic (finite verb form joined with an infinitive) (cf. Al-Jallad 2015, 182)

 w wrd f nyt (b-)ʾmtn
and go_to_water.PF.3SG.M and migrate.INF (in-)Libra

‘And he went to the water, and then migrated when the sun was in Libra.’

(25) Sabaic (finite verb form joined with an infinitive) (cf. Nebes 1988, 54)

 w-yʾttmw w-tqdm w-rtdḥn
and-regroup.PRET.3PL.M and-advance.INF and-engage_in_battle.INF

‘And they [the Sabeans] regrouped, came to a confrontation, and joined in battle.’
Biblical Hebrew (finite verb form joined with an infinitive)

‘Did I not clearly reveal myself to your ancestor’s family when they were in Egypt under Pharaoh? And did I not choose him from all the tribes of Israel...’ (1 Sam. 2.27b–28a) (cf. Morrison 2013, 267)

(27) Biblical Hebrew (finite verb form joined with an infinitive)

‘You have sown much but harvested little.’ (Hag. 1.6) (cf. Morrison 2013, 267)

(28) Biblical Hebrew (finite verb form joined with an infinitive)

‘When you fasted and mourned.’ (Zech. 7.5) (cf. Morrison 2013, 267)

In some of these examples, e.g., in Phoenician (22) and Biblical Hebrew (28), the events occur strictly on the same level. In other examples, the final event (expressed by an infinitive) is indeed
the end of a chain of actions, without, however, engendering the subordination of the previous events. Therefore, the labelling pseudo-subordination is perfectly justified.

(29) Biblical Hebrew (imperfective finite verb form joined with an infinitive)

\[
\text{וּכִּי־תִמְכְּרֶנָה לֵאמִית} \text{ אֵוֹ קָנָה מִיָּדָךְ} \text{ אל־יָד תָּהוֹן אִשָּׁהְוָי׃}
\]

\[
\text{and-CONJ-buy.ipfv.2pl.m sale for-fellow.cs-2sg.m or buy.inf.abs from-hand.cs fellow.cs-2sg.m not.proh oppress.ipfv.2pl.m man acc-brother.cs-3sg.m}
\]

‘And if you sell anything to your neighbour, or buy from your neighbour’s hand, you shall not wrong one another.’ (Lev. 25.14) (cf. Waltke and O’Connor 1990, 596)

(30) Biblical Hebrew (jussive finite verb form joined with an infinitive)

\[
\text{וְהָאַבָּשׁ לַמְלָּךְ נְעָרֵּט וַיּוֹתָם בַּתִּילוֹת} \text{ וְוַאֲנָגְּהָה} \text{ tamrūqē-hen}
\]

\[
\text{and-give.inf.abs ointment.pl.cs-3pl.f}
\]

‘Let there be sought for the king young virgins fair to look on… and let their ointments be given to them.’ (Est. 2.2–3) (cf. Waltke and O’Connor 1990, 596)
Comparable examples of pseudo-subordination of consecutive verb forms, participles, and infinitives construct with an infinitive absolute exist as well, e.g., in the case of a mixture of infinitives and participles.

(31) Biblical Hebrew (participle joined with an infinitive)

\[ k\text{i} \ k\text{t}\text{ā}b \ \overset{\overset{\text{finite}}{\text{document}}}{{ }^{\overset{\text{PTCP}}{\text{REL}}}} \overset{\overset{\text{write}}{\text{PASS}}}{{ }^{\overset{\text{in-name.CS}}{}}} \ \overset{\overset{\text{in-name.CS}}{\text{DEF}}}{\text{king and-seal.PASS.INF.ABS in-ring.CS DEF-king}} \text{ write.} \text{ and-seal.PASS.INF.ABS in-ring.CS DEF-king} \text{ write.} \text{ and-seal.PASS.INF.ABS in-ring.CS DEF-king} \]

‘…for no document written in the king’s name and sealed with his ring can be revoked.’ (Est. 8.8) (cf. Waltke and O’Connor 1990, 597)

2.3. Typological Considerations

Interestingly, similar constructions are also found in other language families, e.g., in totally unrelated Swahili, thus pointing to a typologically widespread feature. Again, the events in the following three examples (Nadine Bayer, personal communication; cf. also Schadeberg 2010) all occur on the same level.

(32) Swahili (finite verb form joined with an infinitive)

\[ \overset{\overset{\text{3PL-PRS-write}}{\text{write}}}{{ }^{\overset{\text{and}}{\text{INF-read}}}} \text{ write.} \text{ and-seal.PASS.INF.ABS in-ring.CS DEF-king} \overset{\overset{\text{3PL-PRS-write}}{\text{write}}}{{ }^{\overset{\text{and}}{\text{INF-read}}}} \text{ write.} \text{ and-seal.PASS.INF.ABS in-ring.CS DEF-king} \overset{\overset{\text{3PL-PRS-write}}{\text{write}}}{{ }^{\overset{\text{and}}{\text{INF-read}}}} \text{ write.} \text{ and-seal.PASS.INF.ABS in-ring.CS DEF-king} \]

‘They write and read.’ (cf. Erickson and Gustafsson 1984)
The Coordination of Finite Verb Forms and Infinitives

(33) Swahili (finite verb form joined with an infinitive)

\[ mi-me \ i-me-kauka \ na \ ku-haribika \]

\text{NC4-plant} \ \text{CL4-PRF-dry\_out} \ and \ \text{INF-get\_damaged}

‘The plants are dried out and got damaged.’

(34) Swahili (finite verb form joined with an infinitive)

\[ A-na-tu-tembelea \ ma-shamba-ni \ na \ ku-tu-shauri \]

\text{3SG-PRS-1PL-visit} \ \text{NC6-field-LOC} \ and \ \text{INF-1PL-give\_advice}

‘He visited us on the fields and gave us advice.’

3.0. Conclusion

In section 2 of this paper we have provided numerous examples from Semitic languages of seeming mismatches involving coordination. The main issue in Semitic is that coordinated structures may appear asyndetically, i.e., without an intervening conjunction, and that seemingly subordinated structures may appear with an intervening conjunction, thus blurring the basic picture. We have applied Yuasa and Sadock’s (2002) modular syntax and semantics model, which allows a structure to be coordination at one level and subordination at the other, and vice versa. First, cases of pseudo-coordination were presented, and subsequently cases of pseudo-subordination, in the hope that the system is intuitive enough and the application meaningful.

It is often claimed (e.g., Andrason and Koo 2020, 8, 29), at least as regards the older Semitic languages, especially Akkadian and Northwest Semitic, that there is a linear grammaticalisation path of serialisation in Semitic from the late third millennium BCE up to the early first millennium CE. As a corollary of this paper, this impression is not necessarily confirmed, as already
Akkadian features clear cases of grammaticalised serial verbs. Equally, the specific combination of the infinitive absolute and finite verbs is already attested in Phoenician. Within Biblical Hebrew, however, the observation that this construction becomes more salient in Late Biblical Hebrew appears to be true.
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1.0. Cognitive-Statistical Approach

With the exception of a few small studies, phrasal time adverbials in Biblical Hebrew (BH) have received little systematic linguistic treatment. The reason for this may be because simple phrase adverbials present no obvious challenges for the classical linguistic method. As the grammars reiterate, time adverbials are simply adverbs or noun phrases that optionally indicate time reference (GKC §118a; Waltke and O’Connor 1990, §10.2a; van der Merwe, Naudé, and Kroeze 2017, §33.1). But this simple description leaves many unanswered questions, among them: What qualifies as an adverb or noun? How do adverb-headed time phrases differ

---

1 See, though, the important work of van der Merwe (1997). There have also been numerous studies dedicated to individual lexemes or to temporal clauses (‘for/when’, ‘now’). There have also been two large exegetical studies on time phrases: DeVries (1975) and Brin (2001). This study focuses instead on time adverbials as a broader linguistic phenomenon. See also Lyavdansky (2010); Barr (2005); Niccacci (2013); Locatell (2017).
semantically from noun-headed phrases? How are noun phrases utilised within the time adverbial function?²

These questions are not trivial, but go to the very foundation of grammatical inquiry. In recent years, Hebrew linguists have become more interested in foundational questions (e.g., Forbes 2009; Miller-Naudé and Naudé 2017). The interest parallels a sea change in general linguistics, largely driven by new challenges from the cognitive linguistic perspective (Geeraerts 2010; Scholz, Pelletier, and Pullum 2011). At the same time, advancements in machine learning and brain imaging seem to corroborate cognitivist claims that language categories are learned rather than innate (Perek and Goldberg 2017; Fedorenko et al. 2020). This calls into question the degree to which a priori categories can be assumed within individual languages (Haspelmath 2007). In BH, linguists have long recognised that expected categories such as ‘noun’, ‘adjective’, and ‘adverb’ do not always fit (Waltke and O’Connor 1990, §39.3.1a; van der Merwe, Naudé, and Kroeze 2017, 380–81). Given the new advancements, BH categories like ‘noun’ and ‘adverb’ are ripe for fresh evaluation.

The cognitive approach provides an elegant and powerful explanation for the huge variety of forms observed across world languages. The simple human impetus to form categories around

² van der Merwe (1997, 49) asks similar questions:

Is there any difference in the syntax of non-temporal adjuncts and temporal adjuncts? Which BH constructions can function as temporal adjuncts? Apart from the above-mentioned semantic classes of temporal position, duration and frequency, are there other semantic classes or subclasses to be identified among temporal adjuncts?
observed data drives the creation of linguistic patterns. Language, then, is a cognitive tool for categorising the world (Geeraerts and Cuyckens 2012, §2). Humans connect categories built from experiential knowledge to linguistic sounds and signs (cf. Saussure).\(^3\) The concepts of prototypes (‘best example’), family resemblance, and gradient categories are central to the structure of categories (Lakoff 1987, 41). As it turns out, these structures line up with quantitative patterns observed in the world. Long-tailed distributions (e.g., Zipf’s Law) pervade natural, biological, and sociological systems and may drive the formation of prototypes (Ellis, O’Donnell, and Römer 2013, 31–33; Piantadosi 2014). Hebraists will recognise this distribution from lexeme frequencies: a handful of terms (e.g., וְ ‘and’, הָ ‘the’, יִסְרָאֵל ‘say’) occur very frequently, whereas thousands of terms occur only once (hapax legomena). Language learners likely use the most frequent items, the prototypes, as reference points for analogically learning new categories.\(^4\)

The link between statistical patterns and cognition opens the door to an empirical method for studying language categories (Stefanowitsch 2010). Probabilistic patterns in the world provide humans with training data, which they then re-externalise using language (Goldberg, Casenhiser, and Sethuraman 2004). Mental

---

\(^3\) I agree with Ellis, O’Donnell, and Römer (2013, 30): “We take the Saussurian (1916) view that the units of language are constructions—form-meaning mappings, conventionalised in the speech community, and entrenched as language knowledge in the learner’s mind.” For experiential categories see Lakoff (1987).

\(^4\) On similarity-based categorisation see Sloutsky et al. (2015).
associations between cognitive concepts thus give rise to statistical associations between language patterns. These associations appear most clearly in the phenomenon of co-occurrence, or collocation, between related constructions. For instance, דִּים ‘king’ is statistically associated with צִוָה ‘command’ in the Hebrew Bible. Conceptually this is due to the relatedness of the two terms with ‘authority’. Synonym relations can be identified by indexing which terms collocate with the same kinds of items; for example: רָפ ‘prince’. This statistical concept has been successfully extended to grammatical constructions, further demonstrating that lexicon and syntax are not fundamentally distinct (Stefanowitsch and Gries 2003). The collocation principle also underlies a number of recent advancements in machine translation (see, for instance, Devlin et al. 2019).

The cognitive-statistical approach I propose here aims to work backward from statistical associations towards hypothetical cognitive associations, as illustrated below.

---

5 Indeed, as noted above, these mental associations are learned from relationships observed in the world. Language thus represents a re-externalisation of semantic input.

6 Famously summarised by Firth (1962, 11) as “knowing a word by the company it keeps.”

7 Based on an ongoing analysis by this author: https://github.com/codykingham/noun_semantics/blob/master/analysis.ipynb.
Figure 1: Mutual relationship between linguistic, cognitive, and statistical data

The right side of the chart represents cognitive concepts which are ultimately stored in the minds of language users, while the left side represents externalised language in the form of words, phrases, etc. Mental concepts have logical associations which connect them (e.g., king is connected with ‘authority’; ‘leaves’ with ‘green’). However, the problem for linguists is that these concepts are inaccessible to empirical methods, and research has shown that introspective linguistic judgments can be inconsistent (see Schütze 2016). One solution is to recognise that the way constructions co-occur (‘statistical associations’) are motivated by the underlying cognitive concepts they are linked with.\(^8\) Thus, by identifying statistical associations between language construc-

\(^8\) These links may not be one-to-one (e.g., concept B \(\rightarrow\) construction Z and Y).
tions, one can work backwards and begin to ask, *why is this statistical association here?* Cognitive linguistic theory can then provide hypotheses. In this way, the data serve as a more objective control for testing linguistic hypotheses (see Geeraerts 2010).

In BH, Forbes has pioneered data-driven models to study word classes, using unsupervised clustering algorithms to automatically group words based on their co-occurrences (Forbes 2005, 105–39; 2009). The approach yields promising results, with clear tendencies and recognisable groups. The methods of analysis for this study are different, but similarly reliant on the principle of collocation.

### 2.0. Dataset and Scientific Framework

The objective of this analysis is to measure the behaviour of words which head time adverbial phrases. What can powerful statistical tools tell us about the natural behaviour of such words? And do we find any evidence for parts of speech categories? To that end, the study requires a dataset that has wide coverage of the relevant linguistic features and is freely accessible for scholarly scrutiny. Data-driven research is not theory neutral, nor is it immune to bias (equally true in the natural sciences; see Kuhn 2000). Rather, scientific research aims to make its assumptions clear, gather and measure data methodically, test the assumptions against the data, and make the results available for public scrutiny. Any data-driven study that does not make its full dataset available does little to advance the field.

---

9 This is the process known as ‘operationalisation’ and is the ‘secret’ to the success of the natural sciences; see Stefanowitsch (2010, 358–61).
The open-sourced BHSA of the Eep Talstra Centre for Bible and Computer (ETCBC) meets the proposed criteria (Roorda et al. 2019). The BHSA is accessed using Python and a corpus analysis package, Text-Fabric (Roorda 2017). It contains annotations for phrases interpreted to indicate adverbial time modification, with coverage for the whole of BHS. The ETCBC has made the annotations over a forty-plus year history (Oosting 2016, 192–209; Kingham and Van Peursen 2018). As with any dataset, BHSA represents only one interpretation. It also has a few shortcomings. The analysis is based only on qere forms. Furthermore, relations below the phrase level are not always reliable, and there exists no tagging to explicitly indicate headship. For this reason, phrases must be pre-processed using a custom-built parser to isolate the necessary relations.  

It is important to note that the retrieval and tagging of large quantities of text always assumes a trade-off between precision and recall, i.e., a ratio of good or missed matches (Stefanowitsch 2020, 111–16). Realistically, large-scale studies require a compromise between perfection and coverage (Stefanowitsch 2020, 113). Especially with the parsing of internal phrase relations, edge cases may remain in this study’s sample. The remedy is good exploratory data analysis. Results should not be treated as a black

---

10 This is done using a custom Python parser which works within the existing phrase segmentation of the BHSA. Where the phrase segmentations are deficient, they are modified. For the parser, see the project repository at https://github.com/CambridgeSemiticsLab/BH_time_collocations/blob/master/data/cxs/phrase_grammar.py.
box, but carefully examined in connection with the actual underlying data. The datasets, along with all the code for the analysis, are published online for scrutiny.¹¹

The primary dataset is a subset of all phrases in the Hebrew Bible stored in the BHSA. The entire BHSA contains 4,041 phrases marked for adverbal time function in a clause. Many of the phrases contain embedded sub-phrases that are not always well-marked. To ensure accuracy, the set is pruned down to a group of shorter, simple phrases. The resulting dataset contains 3,442 phrases that are parsed for head words and modifiers using a generally semantic definition.¹² A test to see whether the subsampled phrases negatively affected any particular book’s representation showed no significant effects.¹³

¹¹ The whole project is archived at the following reference. For this article, data is stored in the various directories under the heading ‘advb_article’. The datasets and production script can be found at data/advb_article (see function_data.csv and generate_function_data.ipynb). The parsers can be found under /tools/cx_analysis and data/cxs. The principal analysis code is under results/notebooks/advb_article. Figures are under results/figures. The directory results/spreadsheets/advb_article includes the PCA values for the part of speech analysis. The whole directory requires a virtual python environment with /tools appended to the Python namespace. The file requirements.txt provides the necessary prerequisites; see Kingham (2020).

¹² I used Croft’s (2001, 257–59) notion of semantic headship as a general guide. Objects of prepositions are the semantic heads of prepositional phrases. Quantifiers including כֹּל ‘all’ are excluded as heads if they modify a word.

¹³ A measure called deviation of proportions (Gries 2008, 415–19) was used to compare the sampled distribution by book against the whole
Table 1: Time Adverbial phrase function frequencies and proportion of selected samples versus BHSA

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>BHSA frequency</td>
<td>4041</td>
</tr>
<tr>
<td>sample frequency</td>
<td>3442</td>
</tr>
<tr>
<td>sample proportion</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Throughout the study, I refer to the phrase label ‘Time’ in reference to the samples rather than the actual linguistic category. Thus, I do not assume a fully one-to-one correspondence. The tagged phrases can be viewed as tools of analysis that help to approach the object of study. This is on analogy with other scientific objects of measurement (e.g., a ruler, or a scale) which approximate rather than exhaust reality (Stefanowitsch 2010, 358–61). Alternatively the phrases and tags can be viewed as a hypothesis (one interpretation) in need of testing.

For each of the sampled Time phrases, nine types of modifiers are tagged when found modifying the head: plural endings, pronominal suffixes, definite articles,\textsuperscript{15} construct relations (called dataset. The most affected books are Deut. (3 percent total deviation), Ps. (3 percent), 2 Chron. (2 percent), Isa. (2 percent), and Job (2 percent).

\textsuperscript{14} Throughout the study, I refer to proportions out of 1, which can be converted to percentages by multiplying them by 100. This is standard practice in statistical reporting; see Levshina (2015, 70–71).

\textsuperscript{15} This includes articles reflected only in the vocalised text of BHS.
‘genitive’ here\textsuperscript{16}), demonstratives or ordinals, cardinal quantifiers, and other quantifiers (e.g., בֵּית).\textsuperscript{17} Another label, ‘Ø’, indicates no modifying specification of the headword except for the allowance of prepositions. I justify the choice of these modifiers more fully in the linguistic section. But, in brief, these modifiers are hypothesised to modify or select various attributes of a ‘noun concept’ (to be explained). Thus, the working theory here is that a higher degree of modification by nominal modifiers will indicate how noun-like a given lexeme is.

The tagged modifiers and their respective frequencies with Time are shown below; modifiers can, of course, co-occur.

Table 2: Collocational frequencies between Time head and nominal modifiers

<table>
<thead>
<tr>
<th>cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>411</td>
<td>1331</td>
<td>493</td>
<td>426</td>
<td>162</td>
<td>569</td>
<td>212</td>
<td>103</td>
<td>1148</td>
</tr>
</tbody>
</table>

\textsuperscript{16} In this case the modifier term is the \textit{nomen rectum}, or trailing term in a construct chain, rather than the head which is morphologically marked as construct. For this reason, the term ‘genitive’ is used. The BHSA dataset includes constructs indicated via the accents or context.

\textsuperscript{17} The attributive adjunct construction involving the definite article, i.e., -ן + word + -ן + adjunct, is also tagged separately. But since that construction itself involves definite modification, it is excluded from this study. The simple adjunct construction of word + adjunct is not yet tagged due to existing limitations in the dataset. In the BHSA, these relations are tagged as so-called ‘subphrase relations’; but subphrase relations suffer from a number of problems and inadequacies making them unreliable. In the case of time adverbials, it seems (based on previous analyses) that adjectival elements play a lesser role in the semantics of time. Nevertheless, in the future it would be better to include these modifiers in the dataset.
A separate table is compiled which tabulates how frequently a given lexeme occurs with a given modifier. Words with a sample size < 5 are dropped to ensure enough data is present for a reliable analysis. The resulting table contains 41 lexemes. It will be clear in the experimental results which lexemes are included, but the table below gives some preliminary impression, containing common words like יָם ‘day’ and הָעָל ‘now’.

Table 3: Excerpt of Time head × modifier co-occurrence matrix (original: 41×9)

Using the Pandas Python package and a spreadsheet of individual observations, a tabulation is compiled which counts how frequently a given head word lexeme is used with a given modifier type. The result is a table with 41 rows and 9 columns (not including the ‘head’ column), containing a total of 369 data points. The excerpt below shows the first three rows of that table.

<table>
<thead>
<tr>
<th>head</th>
<th>cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>יָם</td>
<td>165</td>
<td>819</td>
<td>383</td>
<td>279</td>
<td>108</td>
<td>384</td>
<td>171</td>
<td>41</td>
<td>9</td>
</tr>
<tr>
<td>שָנָה</td>
<td>188</td>
<td>42</td>
<td>7</td>
<td>22</td>
<td>25</td>
<td>82</td>
<td>4</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>עַתָּה</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>354</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

This dataset contains 369 individual data points (41 rows by 9 columns). We need a method that can ingest the data and identify tendencies and patterns in it. One might imagine the task of a biologist, who collects samples of butterflies, and groups them together based on their shared features. When the number of features and samples becomes quite large, it is helpful to approach the problem mathematically. Imagine, then, a sheet of paper with a horizontal and vertical line drawn down the middle (Cartesian plane). The lines separate the paper into four corners, or quad-
rants. Then, we select those features that tend to be most distinctive of particular groups and assign them to one of the four quadrants. For each sample in our dataset (e.g., butterflies or words) we place a dot in the quadrant which most strongly matches the sample’s own tendencies. So, a sample in the very corner of the paper would represent a case that is strongly aligned with the features we assigned to that quadrant, whereas a sample closer to the centre represents a case with no strong tendencies.

The method described above is a strategy used in statistics for clustering samples. In the illustration, we have four corners. But remember that our dataset contains nine features, the modifiers. How exactly should each feature come to be associated with a given corner? What weight should each feature have on placement on the sheet? In statistics this problem is solved using what is called ‘dimensionality reduction’. In the case of this dataset, each of the nine features represents a dimension. But we need to somehow compress those nine features into a two-by-two space, so as to know which quadrant should be associated with what and therefore achieve useful clusters. Rather than manually (and subjectively) deciding which features influence placement in the space, we can use an unsupervised clustering method. Principal Component Analysis (PCA) is one such method, which mathematically isolates those features that produce the greatest separation amongst the various samples (Rokhlin, Szlam, and Tygert 2010; Pedregosa et al. 2011). To return to the previous analogy, imagine that 50 percent of the butterflies have eye-shaped patterns on their wings, while 50 percent have stripes. In this case, the sharp divide along ‘wing pattern’ might lead to that feature
being heavily weighted in the PCA model, so that butterflies with stripes are placed on one side of the ‘paper’, with those with eyes on the other side. The power of PCA is that several discriminative features can ‘cooperate’ together simultaneously. So, for example, ‘wing pattern’ combined with ‘proboscis length’ might yield stronger separation than ‘wing pattern’ by itself. Using methods from Linear Algebra, PCA is able to isolate such patterns.\textsuperscript{18}

PCA is well-suited for investigating parts of speech in time adverbials, a semantic function which is known to display mixed behaviour with respect to word class. We will apply the same approach to the time adverbial dataset. The model not only allows us to ask, \textit{what clusters exist in the dataset?} but also, \textit{which features are most distinctive of particular groups?} Afterwards, we shall ask the question of \textit{why?}

\section*{3.0. Statistical Analysis}

The first part of this section details the results of the PCA experiment. The second half consists of digging into the results by looking at individual examples and texts. Afterwards, we ask what these results mean for the discussion on parts of speech.

The analysis begins by normalising the raw frequency data contained in Table 3 (above) as a proportion of a given Time head’s total observed modifiers.\textsuperscript{19} A proportion is simply a decimal that can be read as a percentage when multiplied by 100.

\textsuperscript{18} For a mathematical description, see Abdi and Williams (2010).

\textsuperscript{19} Normalisation involves adjusting the counts so that they are comparable. For instance, some words occur very frequently and, therefore, have high co-occurrence counts, while others are comparatively rare. A
Table 4: Excerpt of Time head × modifier proportion matrix (original: 41×9)

The data from Table 3, containing the raw co-occurrence frequencies, are converted to a table containing proportions using a Pandas sum (across rows) and divide operation (across columns). The resulting decimal values across each row sum to 1, which corresponds with 100 percent of a given lexeme’s attested modifiers. For example, the ‘cardinal’ feature with יומ comprises 0.07 in 1 of all the modifiers observed with יומ; or 7 percent.

<table>
<thead>
<tr>
<th>head cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>יומ</td>
<td>0.07</td>
<td>0.35</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.16</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>שנה</td>
<td>0.51</td>
<td>0.11</td>
<td>0.02</td>
<td>0.06</td>
<td>0.07</td>
<td>0.22</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>עת</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.0</td>
</tr>
</tbody>
</table>

It is worth pointing out that some of these modifiers co-occur in the same phrase. For instance, the phrase, ב יומ is (literally ‘in the day the that’) contains two separate modifiers: the definite article and the demonstrative. Each of these modifiers is counted as an individual instance of modification, each adding +1 to their raw frequencies in Table 3 (above). Another approach might count this combination separately, as a ‘definite + demonstrative’ pattern. This approach would identify whole constructions which are associated with particular Time heads, an interesting experiment in its own right. On the other hand, counting each modification separately can be seen as a measurement of compatibility between a given lexeme and modifier. There is theoretical warrant for this choice—we want to test the degree to which each of the modifiers alters or selects various aspects of a word’s meaning and, by extension, determine which

common method is to take a percentage of a sample’s overall frequency, here the decimal proportion, i.e., the percentage divided by 100.
aspects are most relevant. From this point of view, a value in Table 4 represents the proportion that one modifier comprises of a lexeme’s total attested ‘modifiability’.

The unabridged data from Table 4 are fed for analysis into the PCA algorithm, which identifies which features and feature combinations produce the strongest separations in the dataset. The resulting graphs (Figure 2, below) should be interpreted with respect to space, where closer samples are more closely related based on input features. The placement of each sample is similar to the butterfly and paper illustration given in the previous section. Location near an edge represents strong tendencies; location near the centre represents weaker tendencies. The left-hand graph plots the samples using parts of speech from the database and lexicon (subs = noun, inrg = interrogative, adjv = adjective, advb = adverb); this plot shows how the classical parts of speech compare with their PCA classification. The right-hand plot shows the samples as Hebrew text. The blue arrows show which features have influenced each lexeme’s placement on the graph, with longer arrows indicating stronger influence. Table 5 contains average proportions of lexemes with a nominal modifier versus without one based on the samples’ placement in the PCA graphs. It shows, for instance, that the words to the left of $x = 0$ are used with null modification ($\emptyset$) 96 percent of the time.

---

20 The lexicon parts of speech values come from the BHSA’s ‘sp’ feature, which is derived from Köhler and Baumgartner (1958). The respective abbreviated values are substantive, interrogative, adjective, and adverb.

21 These are the loading scores, which are the $eigen \, vectors \times \sqrt{eigen \, values}$ following the discussion of ttnphns, 29 March 2015.
Figure 2: PCA analysis of head word tendencies

The PCA analysis is performed using the scikit-learn Python package. The function takes in the modification proportions per head lexeme, which contains nine dimensions, and reduces the dimensions to two vectors, each of which can then be assigned as the X and Y coordinates of the respective head lexeme. The first vector (X-axis) accounts for the most variation in the dataset, and the second (Y-axis), the second-most. Together the two components account for about 80 percent of variance in this sample.
The PCA graph reveals a clear separation of terms along a gradient.

Table 5: Mean proportions for null (Ø) versus nominal modifiers by placement along x-axis

<table>
<thead>
<tr>
<th></th>
<th>Ø</th>
<th>nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>x&lt;0</td>
<td>0.96</td>
<td>0.04</td>
</tr>
<tr>
<td>x&gt;0</td>
<td>0.04</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 5 shows that terms to the right of 0 occur with a nominal modifier on average 96 percent of the time, and on the left of 0 with null modification also with 96 percent on average. This reflects the strong tendencies seen visually in the graph. In cognitive terms, the items on the extreme ends of the plot represent potential prototypes. The separation confirms the intuition that Time adverbial heads exhibit a broadly binary tendency between nouns and adverbs.

In order to determine which features have influenced the model most strongly, we can look at the loading scores (indicated by the blue arrows). One might imagine these various values as measurements of ‘pressure’, pushing the samples into different directions. The features which exert the most ‘pressure’ in a given direction, combined with how often a word occurs with said feature, end up determining the word’s placement on the graph. The ‘amount of pressure’ in actuality corresponds to the separation (variance) a given feature accounts for in the dataset, so that fea-
Features with more discriminatory power are ‘weighted’ more heavily.\(^{22}\) The X (horizontal) and Y (vertical) values of the loading scores are provided below in descending order:

<table>
<thead>
<tr>
<th>Feature</th>
<th>Horizontal (X)</th>
<th>Vertical (Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardinal</td>
<td>0.05</td>
<td>0.0</td>
</tr>
<tr>
<td>Definite</td>
<td>0.17</td>
<td>0.21</td>
</tr>
<tr>
<td>Demonstrative</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Ordinal</td>
<td>0.08</td>
<td>−0.05</td>
</tr>
<tr>
<td>Plural</td>
<td>0.01</td>
<td>0.0</td>
</tr>
<tr>
<td>Quantifier</td>
<td>0.08</td>
<td>−0.13</td>
</tr>
<tr>
<td>Suffix</td>
<td>0.01</td>
<td>0.0</td>
</tr>
<tr>
<td>Null Modification (Ø)</td>
<td>−0.48</td>
<td>0.04</td>
</tr>
</tbody>
</table>

For example, the definite feature exhibits positive values for both horizontal and vertical axes (0.17 and 0.21, respectively). Therefore, words which frequently occur with definite articles will tend to be pushed toward the upper right-hand corner of the graph.

Null modification (Ø) is by far the strongest contributor to the separation (see also the length of its arrow), pushing samples associated with it to the left on the horizontal axis (X loading is −0.48).\(^{23}\) The result is a tight cluster of lexemes which often correspond to prototypical adverbs, yet with several interesting cases. These lexemes and their proportional tendencies are noted below.

---

\(^{22}\) This is a crude description of PCA, but gets the point across. Abdi and Williams (2010) present a more precise mathematical description.

\(^{23}\) The loading score includes direction from the eigen vector and magnitude from the eigen value. The Ø modifier has a PC1 (x-axis) of −4.8 and PC2 (y-axis) of 3.9. The line is drawn from origin to this point.
Table 7: Adverb-like lexeme cluster (PC1 < 0) (with modification proportions per lexeme shown across rows; each row sums to 1, i.e., 100 percent)

<table>
<thead>
<tr>
<th>lexeme</th>
<th>cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>עִתָה</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.99</td>
</tr>
<tr>
<td>עֲלָל</td>
<td>0.0</td>
<td>0.02</td>
<td>0.0</td>
<td>0.01</td>
<td>0.0</td>
<td>0.03</td>
<td>0.0</td>
<td>0.0</td>
<td>0.95</td>
</tr>
<tr>
<td>אָז</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.99</td>
</tr>
<tr>
<td>מְתִימֵה</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>קנֵי</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>כְּרֵה</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>אָסֶר</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>נֶעַז</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.04</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.96</td>
</tr>
<tr>
<td>כְּרָת</td>
<td>0.0</td>
<td>0.04</td>
<td>0.0</td>
<td>0.19</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.77</td>
</tr>
<tr>
<td>קַמֵי</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>יְוֵס</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>רֶע</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>בֶּשִׁילוֹש</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>נְא</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>קָדִימוֹל</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>נְכֶר</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>רְגִיעַ</td>
<td>0.14</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.14</td>
<td>0.29</td>
<td>0.0</td>
<td>0.43</td>
</tr>
<tr>
<td>הָנָה</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>אָחָסָטִוֹל</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Note that the Ø column contains the largest proportions; for example, 99 percent (0.99) of עִתָה ‘now’, 95 percent of עֲלָל ‘forever’, and 99 percent of אָז ‘then’ go unmodified. Several Ø values are at 100 percent (תָמִיד ‘continuously’, קַמֵי ‘thus’, מְתִימֵה ‘tomorrow’, etc.). The words in the sample are certainly semantically diverse. Deictic terms like מְתִימֵה ‘tomorrow’ communicate positions in time, while terms like תָמִיד indicate durations of time. Interrogative particles are also included (אָז ‘where/when’ and קַמֵי ‘when’).
These differences will be touched on briefly in the linguistic section. Of special note are those lexemes which some lexicons consider nouns, namely עֹלָם ‘forever’, מָחֳרָת ‘next day’, and עֲרֶג ‘moment’ (see Clines 2009, 315, 216, 414). These cases will be dealt with individually below. For now, it is important to note that the effect of rarely modifying a word sharply distinguishes it from other terms.

The other side of the graph contains lexemes broadly considered to be nouns. The placement of these terms has been defined primarily by the frequent presence of some form of modification. There are notably two subcategories of ‘nouns’ indicated in the graph: those frequently modified by definite articles and demonstratives versus those modified by genitives, plurals, and suffixes. This is a meaningful separation between more-singular and more-plural items. The two groups will be now be described.

The group modified by definite articles and demonstratives is pushed into the upper right-hand corner of the plot. Definiteness is the second strongest influence on the model. The cluster and its modification proportions per lexeme is shown below.
Table 8: Noun-like lexeme cluster with strong definite/demonstrative influence (PC1 > 0, PC2 > 0) (with modification proportions per lexeme shown across rows; each row sums to 1, i.e., 100 percent)

<table>
<thead>
<tr>
<th>lexeme</th>
<th>cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>יוֹם</td>
<td>0.07</td>
<td>0.35</td>
<td>0.16</td>
<td>0.12</td>
<td>0.05</td>
<td>0.16</td>
<td>0.07</td>
<td>0.02</td>
<td>0.0</td>
</tr>
<tr>
<td>עֵּת</td>
<td>0.0</td>
<td>0.36</td>
<td>0.29</td>
<td>0.21</td>
<td>0.0</td>
<td>0.03</td>
<td>0.05</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>לְיַמְלָה</td>
<td>0.01</td>
<td>0.47</td>
<td>0.11</td>
<td>0.0</td>
<td>0.0</td>
<td>0.03</td>
<td>0.11</td>
<td>0.0</td>
<td>0.27</td>
</tr>
<tr>
<td>בֹּקֶר</td>
<td>0.0</td>
<td>0.83</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.02</td>
<td>0.0</td>
<td>0.0</td>
<td>0.15</td>
</tr>
<tr>
<td>יַרְבָּר</td>
<td>0.11</td>
<td>0.85</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.03</td>
</tr>
<tr>
<td>לֹּד</td>
<td>0.0</td>
<td>0.33</td>
<td>0.33</td>
<td>0.0</td>
<td>0.0</td>
<td>0.31</td>
<td>0.0</td>
<td>0.03</td>
<td>0.0</td>
</tr>
<tr>
<td>שַׁרְיָם</td>
<td>0.54</td>
<td>0.46</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>רֲאָשָׁן</td>
<td>0.0</td>
<td>0.94</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.06</td>
</tr>
<tr>
<td>מִתְנֶש</td>
<td>0.0</td>
<td>0.45</td>
<td>0.0</td>
<td>0.27</td>
<td>0.0</td>
<td>0.09</td>
<td>0.0</td>
<td>0.18</td>
<td>0.0</td>
</tr>
<tr>
<td>פֶּס</td>
<td>0.0</td>
<td>0.5</td>
<td>0.38</td>
<td>0.0</td>
<td>0.12</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>חַתַּל</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>0.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>שֶׁבֶט</td>
<td>0.0</td>
<td>0.8</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Note that diverse modifiers are indeed compatible with these words, but there is a clear trend in this group to be modified more often by the definite article. The cooperation with the demonstrative (see blue arrows in ) may be explained by the attributive adjunct construction with -ה, so יֹם הָהֶז. See also that the important time word יוֹם ‘day’ has the definite article as a lower proportion (35 percent) of its total modification compared with the rest of the cluster. This aligns with its intermediate placement in the graph with respect to the two noun sub-clusters.

The second noun-like cluster is primarily influenced by plural modifiers, genitive (construct), and suffixes.

---

24 E.g., Gen. 7.11; Deut. 3.14; Josh. 20.6; 1 Sam. 7.6; 2 Sam. 3.38; 2 Kgs 20.1; Isa. 28.5; Ezek. 39.11; Zech. 13.4; 2 Chron. 35.16.
In what way do these modifiers interact? Plurals and suffixes frequently co-occur in such constructions as בָּעָרֶי ‘your youth’ or בְיִת ‘his life’, and לְדָרוֹתֵיכֶם ‘unto your generations’, all terms related to life cycles. The PCA graph also places מָוֶת ‘death’ nearby, but on the basis of its co-occurrence with genitive modification. Typically, the genitive item is a person, as in אַחֲרֵי מֹתְ אַבְרָּהָָ֔ם ‘after the death of Abraham’ (Gen. 25.11), עַד מוֹת הַכֹּהֵ֣ן הַגָּדָֹ֔ל ‘until the death of the high priest’ (Num. 35.25), וּבְמ֤וֹת אָּבִּ יהָּ וְאִּמָָ֔֔ם ‘and upon the death of her father and mother’ (Est. 2.7).

There is a subtle similarity between these cases and the suffix group, in that both utilise modifiers to relate the life cycle term to a particular individual. Here we can see how the statistics and semantics are related. The meaning of the head words, in this

<table>
<thead>
<tr>
<th>lexeme</th>
<th>cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>שנה</td>
<td>0.51</td>
<td>0.11</td>
<td>0.02</td>
<td>0.06</td>
<td>0.07</td>
<td>0.22</td>
<td>0.01</td>
<td>0.01</td>
<td>0.0</td>
</tr>
<tr>
<td>חודש</td>
<td>0.2</td>
<td>0.27</td>
<td>0.02</td>
<td>0.06</td>
<td>0.22</td>
<td>0.2</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>שנת</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.63</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.37</td>
<td>0.0</td>
</tr>
<tr>
<td>שבוע</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>שנה</td>
<td>0.38</td>
<td>0.15</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.31</td>
<td>0.08</td>
<td>0.08</td>
<td>0.0</td>
</tr>
<tr>
<td>חור</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.17</td>
<td>0.0</td>
<td>0.42</td>
<td>0.0</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td>נ.CreateDirectory</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>חין</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>וחית</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.64</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.36</td>
<td>0.0</td>
</tr>
<tr>
<td>וחית</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.6</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

In what way do these modifiers interact? Plurals and suffixes frequently co-occur in such constructions as בָּעָרֶי ‘your youth’ or בְיִת ‘his life’, and לְדָרוֹתֵיכֶם ‘unto your generations’, all terms related to life cycles. The PCA graph also places מָוֶת ‘death’ nearby, but on the basis of its co-occurrence with genitive modification. Typically, the genitive item is a person, as in אַחֲרֵי מֹתְ אַבְרָּהָָ֔ם ‘after the death of Abraham’ (Gen. 25.11), עַד מוֹת הַכֹּהֵ֣ן הַגָּדָֹ֔ל ‘until the death of the high priest’ (Num. 35.25), וּבְמ֤וֹת אָּבִּ יהָּ וְאִּמָָ֔֔ם ‘and upon the death of her father and mother’ (Est. 2.7). There is a subtle similarity between these cases and the suffix group, in that both utilise modifiers to relate the life cycle term to a particular individual. Here we can see how the statistics and semantics are related. The meaning of the head words, in this

25 E.g., Exod. 12.14, 17, 42; 40.15; Lev. 18.18; Judg. 16.30; 1 Sam. 17.33; 2 Sam. 18.18; 1 Kgs 18.12; Isa. 47.12, 15; Ezek. 23.3, 8; Ps. 49.19; 104.33; 146.2.
case life cycles with respect to person X, influence which modifiers they tend to take.

Summarising the three main groups, we can see that the model successfully distinguishes subtle semantic tendencies on a broad scale by identifying distinctive behaviours: modified versus non-modified, singular versus plural, and even life cycles with distinctive modifiers. The model may also show the shortcoming of traditional parts of speech. Diverse lexicon tags of noun (subs), interrogative particles (inrg), and adverbs (advb) are found grouped together in the ‘adverb’ cluster. The ‘noun’ side is also mixed, containing one adjective (רִאשׁוֹן ‘first’).26 Secondly, several terms sit at intermediate positions along the x-axis, especially רֶג עְֹת ‘instant’, מָחֲרַת ‘next day’, and לָיָם ‘night’. And terms like עוֹלָם ‘forever’, which some lexicons consider nouns, are grouped with the adverbs.

### 4.0. Analysis of Select Words

In order to understand why the aforementioned words are classified in intermediate positions, we must look at their behaviour in context. For the intermediate words, text samples are retrieved and analysed below with an eye to their semantics.

Table 10 contains the full sample set for עֹרֶג, a relatively small set (n = 7). עֹרֶג is placed slightly on the ‘adverb’ side of the graph.

26 In Modern Hebrew the distinction between adjectives and adverbs is blurry. A similar dynamic appears in BH. Ravid and Shlesinger (2000, 346).
Table 10: Sampled sentences for יָרַע

<table>
<thead>
<tr>
<th>reference</th>
<th>modifier</th>
<th>sentence</th>
<th>translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. 17.10</td>
<td>Ø</td>
<td>כְָָ֞רָּּ֑גַע וַאֲכַלֶֶ֥ה אֹתָָ֖ם</td>
<td>I will destroy them instantly.</td>
</tr>
<tr>
<td>Isa. 54.8</td>
<td>Ø</td>
<td>בֶּ֣שֶׁ֣עָה קֶֶ֗צֶף הִּסְתַַּ֨רְתִּי פָּנֶַּ֥י מִמֵָ֔ךְ</td>
<td>In a flood of anger I hid my face at an instant from you.</td>
</tr>
<tr>
<td>Ps. 73.19</td>
<td>Ø</td>
<td>אֵ֤יכְּ בָּ֣ה לְשַמָּ֣ה</td>
<td>How they are ruined instantly!</td>
</tr>
<tr>
<td>Exod. 33.5</td>
<td>cardinal</td>
<td>אֵֽעֱלֶֶ֥ה בְקִרְבְךָ אֶֶֽחָּ֛ד</td>
<td>At a single instant I will come up in your midst.</td>
</tr>
<tr>
<td>Isa. 26.20</td>
<td>quantifier</td>
<td>כִּמְעַט־רֶָ֖גַע חֲבִֶּ֥֥י</td>
<td>Hide instantly! [lit. ‘in a short instant’]</td>
</tr>
<tr>
<td>Ezra 9.8</td>
<td>quantifier</td>
<td>כִּמְעַט־רֶגַע מֵאֵ֣ת יְהוָּ֣ה אֱלֹהֵֶ֗ינוּ</td>
<td>In just a short instant our supplication is before YHWH our God.</td>
</tr>
<tr>
<td>Isa. 27.3</td>
<td>plural</td>
<td>לִרְגָּעִָ֖ים</td>
<td>Continuously I watered it.</td>
</tr>
</tbody>
</table>

Three of the text examples are used without any kind of nominal modifier, three employ quantifiers, and one has a plural ending. Given the small sample size, we should withhold definitive judgments about this term. However, a number of observations are pertinent. Even though this word has a slight majority of nominal modifiers (4/7), the algorithm has situated it on the adverb side due to the stronger influence of the null feature. Another reason is the weaker influence of quantifiers. This is not just an accident of the PCA analysis; the feature weights are determined across the whole dataset by the degree, and thus predictive power, of their variability. Furthermore, an abstract word like ‘instant’ does not seem to fit the semantics of a prototypical noun.\(^{27}\) The data thus tentatively indicate a term that sits somewhere on the border between a noun and adverb.

\(^{27}\) As Croft (1990, 246) recognised with constructions like ‘day’ and ‘five times’.
‘next day’ appears 26 times in the sample. There are 20 cases of null modification and 6 cases of nominal modification. Note that 11 null cases not shown are identical to the first example with יַַּ֨יְ חָּ֔רָּתְ.

Table 11: Sampled modifiers with מָּחֳרָּת

<table>
<thead>
<tr>
<th>cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 12: Selected samples of מָּחֳרָּת

<table>
<thead>
<tr>
<th>reference</th>
<th>modifier</th>
<th>sentence</th>
<th>translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen. 19.34</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔תְ It was the subsequent day.</td>
<td></td>
</tr>
<tr>
<td>1 Sam. 5.4</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת He arose early on [the] next morning.</td>
<td></td>
</tr>
<tr>
<td>1 Sam. 5.3</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת The Ashdodites arose early [the] next day.</td>
<td></td>
</tr>
<tr>
<td>Judg. 6.38</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת He arose [the] next day.</td>
<td></td>
</tr>
<tr>
<td>Num. 17.6</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת On [the] next day the whole assembly of Israel grumbled against Moses and Aaron.</td>
<td></td>
</tr>
<tr>
<td>Lev. 19.6</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת On the day of your sacrifice it shall be eaten, and on [the] next day.</td>
<td></td>
</tr>
<tr>
<td>Exod. 32.6</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת They arose on [the] next day.</td>
<td></td>
</tr>
<tr>
<td>Exod. 9.6</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת YHWH did this very thing on [the] next day.</td>
<td></td>
</tr>
<tr>
<td>Josh. 5.12</td>
<td>Ø</td>
<td>מִִֽמָּחֳרָָ֔ת The manna ceased on [the] next day when they ate from the land’s yield.</td>
<td></td>
</tr>
<tr>
<td>Josh. 5.11</td>
<td>genitive</td>
<td>מִִֽמָּחֳרָָ֔ת They ate unleavened bread and roasted meat from the land’s yield on [the] day after the Passover, on that very day.</td>
<td></td>
</tr>
<tr>
<td>Lev. 23.11</td>
<td>genitive</td>
<td>מִִֽמָּחֳרָָ֔ת On [the] day after the Sabbath, the priest shall wave it.</td>
<td></td>
</tr>
<tr>
<td>1 Sam. 20.27</td>
<td>genitive</td>
<td>מִִֽמָּחֳרָָ֔ת It was on [the] day after the second month.</td>
<td></td>
</tr>
</tbody>
</table>

28 Exod. 18.13; 32.30; Num. 17.23; Judg. 9.42, 21.4; 1 Sam. 11.11; 18.10; 31.8; 2 Kgs 8.15; Jer. 20.3; 1 Chron. 10.8.
Table 13: Selected samples of מָחֳרָת (continued)

| Lev. 23.16 | genitive | פְּלִילָה לוֹ עַד הַשַּׁבָּת עַד הַשָּׁמָּחַר | Up to [the] day after the seventh Sabbath you shall count fifty days. |
|Jon. 4.7 | definite | וַיִּמָּן הַשָּׁמָּחַר | God appointed a worm at the dawning of the next day. |
|1 Chron. 29.21 | genitive | הַנִּשָּׁמָה לַיְהוָה עָלֵיִיתָם | On [the] day after that day they offered up as burnt offerings to YHWH a thousand bulls... |

In 20 of 26 cases (77 percent), מָחֳרָת appears without modification, reflecting behaviour similar to its lexical cousin מָחָר ‘tomorrow’ (100 percent Ø). There are six cases of explicit nominalisation: five construct relations and one (vocalic) definite article. Specifically, the construct cases construe מָחֳרָת as a specific ‘next day’ after the Passover, Sabbath (2x), second month, and ‘that day’ (יּוֹם). The use with the (apparent29) definite article, לַמָּחֳרָת, ‘on the next day’, represents another possible nominalisation of the term.

Could it be that מָחֳרָת is simply a noun that happens to be used less frequently with noun modifiers? This is, of course, a possibility. The מ- suffix is consistent with endings (typically

---

29 The original status of some definite articles reflected only in the vocalisation is debated. The issue at hand is whether the vocalisation tradition preserves an original article, or whether it can be attributed to the tradition itself. As part of the PhD project within which this article is embedded, I have found preliminary data that time adverbials as a semantic function are statistically associated with definite articles, even when merely vocalic articles are removed from consideration. So, at bare minimum, definiteness plays a key role in time semantics. For the wider discussion see GKC (§126w); Barr (1989); Bekins (2013; 2016).
feminine\textsuperscript{30}) found on nouns such as נְחַלָת ‘inheritance’ (Ps. 16.6), נִחְנָת ‘song/strength’ (Exod. 15.2; Isa. 12.2; Ps. 118.14), or נֵחֶר ‘remainder’ (Jer. 48.36) (GKC §80g; Bauer and Leander 1922, §62v). Yet, the behaviour of נְחַלָת differs significantly from that of the other regular nouns in the PCA model, resulting in its placement.

Furthermore, the collocational preference for מִן ‘from/since’ closely resembles that of other adverb-like words. The term occurs with מִן in 23 of its 26 sampled cases. In Lev. 23.16 we find the telling phrase, ‘until the day after’, where מִן ‘from’ and נְחַלָת ‘next day’ appear to function as a single lexical item. This pattern reflects a larger tendency in BH to fuse מִן to adverb items that reflect orientation (van der Merwe, Naudé, and Kroeze 2017, §39.14.2). For example, the term ‘outside’ is found with an appended מִן in 64 of its 164 occurrences (נְחַלָת). Similar to נְחַלָת, מִוץ is also occasionally found with another preposition: אֶל־נְחַלָת ‘to outside the camp’ (Lev. 4.12; see also Lev. 4.21; 6.4; 10.4, 5; 14.3, et al.; Num. 5.3–4; 15.36, et al.). This same pattern of preposition + מִן may also be found in the following constructions:לְמִפְּנֵי יָמֹן ‘and within the veil’ (e.g., Num. 18.7), לְמִרְחֹב ‘from one end of heaven’ (e.g., Deut. 4.32), לְמִימֵי קֶדֶם ‘from times of old’ (e.g., 2 Sam. 7.19), לְמִסְגָּרָת ‘under the borders’ (e.g., 1 Kgs 7.32), לְמִימֵי רֶדֶשׁ ‘from times of old’ (e.g., 2 Kgs 19.25).\textsuperscript{31} In these examples, מִן coordinates with the adverb item to convey orientation. The result is that even obvious nouns

\textsuperscript{30} But cf. נְחַלָת ‘Goliath’ (1 Sam. 17.4); see GKC (§80g).

\textsuperscript{31} See also the case of לְמִפְּנֵי יָמֹן ‘since the day of’ (Exod. 9.18), but here with the definite article.
such as בֵּית ‘house’ and קָצֶה ‘end’ become construed as adverbs with a prepositional sense.

It is telling, then, that in two of the six modified cases, מָחֳרָת appears without מִן: ‘on the day after that day’ (1 Chron. 29.2) and לָיְלָּה ‘on the following day’ (Jon. 4.7). These may show that the use with a nominal modifier represents a different conceptualisation of מָחֳרָת, one which is not incompatible with a combination of מִן (as in Lev. 23.16), but which does not attract it. To put it another way, in view of its use with nominal modifiers, מָחֳרָת is arguably construed less like an adverb (with its habitually attached preposition) and more like a noun.32

לָיְלָּה ‘night’ is the most frequent intermediate word in the graph, with 65 percent of its 131 sampled forms collocating with nominal modifiers. This is compared with an average nominal modification of 93 percent on the noun-side of the graph.

Table 14: Frequency and proportion of לָיְלָּה with modification type

<table>
<thead>
<tr>
<th></th>
<th>nominal</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>frequency</td>
<td>85</td>
<td>46</td>
</tr>
<tr>
<td>proportion</td>
<td>0.65</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 15: Sampled modifiers with לָיְלָּה

<table>
<thead>
<tr>
<th>cardinal</th>
<th>definite</th>
<th>demonstrative</th>
<th>genitive</th>
<th>ordinal</th>
<th>plural</th>
<th>quantifier</th>
<th>suffix</th>
<th>Ø</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>81</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>19</td>
<td>0</td>
<td>46</td>
</tr>
</tbody>
</table>

32 Thanks to Chip Hardy for pointing out these possibilities in relation to another similar case, לֶעָלֶם.

33 N.B. that this table contains a higher marginal total than the previous since modifiers can co-occur.
### Table 16: Selected samples of לַיְלָּה

<table>
<thead>
<tr>
<th>Reference</th>
<th>Modifier(s)</th>
<th>Sentence</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gen. 40.5</td>
<td>cardinal</td>
<td>לַיְלָּהּ וַיֶַֽחַלְמוּ  חֲלַּ֨וֹם שְנֵיהֶָּ֜ם אִּ֤יש אֶחָָ֔ד</td>
<td>The two of them each dreamt his own dream one night.</td>
</tr>
<tr>
<td>Gen. 41.11</td>
<td>cardinal</td>
<td>לַיְלָּהּ וַיֶַֽחַלְמֶָּּ֥ה חֲלֹוֹמָּה אֲנִ֣י וָּהָ֑וּא</td>
<td>He and I dreamed a dream one night.</td>
</tr>
<tr>
<td>Gen. 19.5</td>
<td>definite</td>
<td>לַיְלָּּ֓ה יִֽצְצָּ֥א אָּנֹּּכִּי יָָָּ֑֑יִּּּוּן</td>
<td>Where are the men who came to you tonight?</td>
</tr>
<tr>
<td>Exod. 14.20</td>
<td>quant. + def.</td>
<td>לַיְלָּּ֒הּ וְלֹּא־קָּרֶַּ֥ב זֶָ֛ה אֶל־זֶָ֖ה</td>
<td>Neither one approached the other for the whole night.</td>
</tr>
<tr>
<td>Judg. 16.3</td>
<td>quant. + def.</td>
<td>לַיְלָּּ֌֥ה וַיִּשְכַ֣ב שִּמְשוֵֹּֽן</td>
<td>And Samson lay down until the middle of the night.</td>
</tr>
<tr>
<td>Ps. 121.6</td>
<td>definite</td>
<td>בַּלֶָּֽיְלָּּ֐֥ה יַכֶֶ֗כָּה וְיָּרֵֶּ֥חַ</td>
<td>By day the sun will not strike you, nor moon in the night.</td>
</tr>
<tr>
<td>2 Chron. 7.12</td>
<td>definite</td>
<td>בַּלֶָּֽיְלָּּ֐֥ה יְהוָָּ֛ה אֵָ֕ל־שְלֹמָֹּ֖ה</td>
<td>YHWH appeared to Solomon in the night.</td>
</tr>
<tr>
<td>Gen. 19.35</td>
<td>def. + demon.</td>
<td>לַיְלָּּ֑הּ סְבָּּ֥ד נַפְשֵָּּ֖י</td>
<td>So also that night they gave their father wine to drink.</td>
</tr>
<tr>
<td>2 Chron. 1.7</td>
<td>def. + demon.</td>
<td>בַּלֶָּֽיְלָּּ֐֥ה יְהוָָּ֛ה נִּצָָּ֖֑ב</td>
<td>On that night God appeared to Solomon.</td>
</tr>
<tr>
<td>Isa. 21.8</td>
<td>qual. + def. + pl.</td>
<td>לַיְלָּּ֑הּ יַכֶֶ֗כָּה</td>
<td>I stand at my guard through all the nights.</td>
</tr>
<tr>
<td>Song 3.1</td>
<td>def. + pl.</td>
<td>בַּלֵילֵּ֔וֹת עַל־מִּשְכָּבִּי</td>
<td>Upon my bed in the nights I seek he whom my soul loves.</td>
</tr>
<tr>
<td>Gen. 14.15</td>
<td>Ø</td>
<td>לַיְלָּּ֑הּוּן</td>
<td>He and his servants were split up at night.</td>
</tr>
<tr>
<td>Num. 14.14</td>
<td>Ø</td>
<td>בּוּר־לֶַ֗יְלָּּ֥הּ לָּעַ֣מֶּ֥ד עָֽנֶָנ</td>
<td>In a pillar of cloud you lead them by day and in a pillar of fire at night.</td>
</tr>
<tr>
<td>Judg. 9.34</td>
<td>Ø</td>
<td>לַיְלָּּ֑הּ לָּעַ֣מֶּ֥ד עָֽנֶָנ</td>
<td>Abimelek arose, and all the people with him, at night.</td>
</tr>
<tr>
<td>2 Kgs 7.12</td>
<td>Ø</td>
<td>לַיְלָּּ֑הּ</td>
<td>The king arose at night.</td>
</tr>
<tr>
<td>Hos. 4.5</td>
<td>Ø</td>
<td>לַיְלָּּ֑הּ</td>
<td>Even the prophet will stumble with you at night.</td>
</tr>
<tr>
<td>Neh. 2.12</td>
<td>Ø</td>
<td>לַיְלָּּ֑הּ</td>
<td>I arose at night along with a few men with me.</td>
</tr>
<tr>
<td>2 Chron. 35.14</td>
<td>Ø</td>
<td>לַיְלָּּ֑הּ</td>
<td>For the priests, sons of Aaron, were offering up the burnt offering and the fat offering until night.</td>
</tr>
</tbody>
</table>
Again, there is the temptation to consider the null modifications of לַיְלָּה simply as unmodified uses of a noun. And, indeed, the PCA analysis does place לַיְלָּה on the noun side. Yet other terms, like יוֹם ‘day’, בֹּקֶר ‘morning’, and עֶרֶב ‘evening’, which are likewise well-represented in the dataset, do not have nearly the number of null-modified cases. לַיְלָּה clearly has a distinctive profile.

As noted above with מָחֳרָת, the habitual collocation with an adverbialising particle seems to discourage the use of noun-type modifiers. This may also be the case with לַיְלָּה. Some have proposed that the word’s ה-ending originated in the heh locale found on locative adverbs, e.g., אַרְצָּה ‘to the ground’ (Gen. 24.52) (GKC §90f; Bauer and Leander 1922, 528). Similar to the way in which locative prepositions, such as ב ‘in’ are metaphorically extended to location-in-time function, e.g., בַבֹּקֶר ‘in the morning’ (van der Merwe, Naudé, and Kroeze 2017, §39.1.4), the heh locale might have been appended to an original proto-Semitic root יֵל ‘night’ to indicate ‘at night’. This would explain the mixed behaviour of לַיְלָּה, a word which one might otherwise expect to share a symmetry with יוֹם ‘day’. Perhaps the 65:35 ratio of noun-

34 The closest would be בֹּקֶר with 18/119 (15 percent) null modified uses, a substantial difference from the 35 percent of לַיְלָּה. יוֹם has 0.08 percent Ø; עֶרֶב has 3.5 percent Ø.
35 Thanks to Chip Hardy for pointing this out.
36 This is a common phenomenon in world languages (Haspelmath 1997).
37 Note forms without the ending, e.g., בַלַָ֛יִּל ‘like the night’ (Isa. 16.3) and the construct לֵ֣יל ‘night of’ (Exod. 12.42).
versus null-modified cases reflects a vague semantic memory of לְאֵלֶּּֽים’s original form—a memory that is increasingly forgotten, as happens in diachronic change.\(^{38}\)

The term שָׁלֵּה ‘forever’ is often classified by Hebraists as a noun, but in our model it clusters with the apparent adverbs. השָׁלֵּה occurs with null modification in 95.5 percent of its samples (170/178) with 8 exceptions:

<table>
<thead>
<tr>
<th>reference</th>
<th>modifier</th>
<th>sentence</th>
<th>translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Kgs 8.13</td>
<td>plural</td>
<td>בָּנַה יִּשְׁתַּחְדָּה בֵּית לֵּךְ</td>
<td>I have surely built a lofty house for you, a place for your dwelling for eternity.</td>
</tr>
<tr>
<td>Isa. 45.17</td>
<td>pl. + genitive</td>
<td>לְאֵלֶּּֽים צִרְדוּשָׁלִּים</td>
<td>You will not be ashamed unto eternity on.</td>
</tr>
<tr>
<td>Jer. 28.8</td>
<td>definite</td>
<td>הנבֵּאָם אֲשֶּ֣ר הָיֶּ֑וּ לְפָּנַָ֛י וְלֹּ֤א־תִּכָּלְמָ֖וּ פַּֽעַלְמֵי</td>
<td>The prophets who were before me and you since eternity past...</td>
</tr>
<tr>
<td>Joel 2.2</td>
<td>definite</td>
<td>כָּלָהוּ אֲדֹּנְּךָ מִּן־הֶָּֽעוֹלָָּ֑ם וּלְפָּנֶָ֖יך</td>
<td>There has not been one like it since eternity past.</td>
</tr>
<tr>
<td>Ps. 61.5</td>
<td>plural</td>
<td>אֱנָהָּלָךְ לְאֵלֶּּֽים</td>
<td>I will dwell in your tent for eternity.</td>
</tr>
<tr>
<td>Ps. 77.8</td>
<td>plural</td>
<td>חַלְָּעַלְמֵים יְנַהְּאַרְבַּי</td>
<td>Shall my lord reject [me] for eternity and never be pleased again?</td>
</tr>
<tr>
<td>1 Chron. 17.14</td>
<td>definite</td>
<td>מִן־כָּמֶֹּ֗הוּ לֹ֤א נִֶּֽהְיָּה הָּ֣עוֹלָָ֔ם</td>
<td>There has not been one like it since eternity past.</td>
</tr>
<tr>
<td>2 Chron. 6.2</td>
<td>plural</td>
<td>בָּנַה יִּשְׁתַּחְדָּה בֵּית לֵּּךְ</td>
<td>I built a lofty house for you, and a place for your dwelling for eternity.</td>
</tr>
</tbody>
</table>

Five of the eight nominalisations in Time are plural endings. Besides Time phrases, plural endings with השָׁלֵּה appear seven

\(^{38}\) See Bybee, Perkins, and Pagliuca (1994, 15–16) on the comparison of English will, shall, and be going to.
other times in the HB; for example, צָ֖וּרְּ עֹלָּֽמִּים lit. ‘rock of eterni-

ties’ (Isa. 26.4), כִּ֣ימֵיְּ קֶָ֔דֶםְּ_proto_ דֹּרָ֖וֹתְּ עֹלָּֽמִּים lit. ‘as in ancient days, genera-
tions of eternities’ (Isa. 51.9), מַלְכֶּ֥וּתְּ כָּל־עֶֹּֽלָּמִָּ֑ים ‘kingdom of all eter-
nities’ (Ps. 145.13). 39 Semantically, this use of the plural belongs to the “plural of extension” (GKC §124b), which refers to some “characteristic or condition” in abstract nouns (van der Merwe, Naudé, and Kroeze 2017, §24.3.3.6). In this case, the “character-
istic” is the continuous nature of the duration. 40 This same use of the plural was seen on the aforementioned life cycle terms, namely נְעֻרִים ‘youth’, חֵיִם ‘life’. Other examples include בָּרִיָּם ‘youth’, זָקֻנִים ‘old age’, בְּחַּרְלִים ‘virginst’ and כָּלְוֹלִים ‘betrothal’ (GKC §124b–d).

Three times in the sample עֹלָּֽמִים appears with the definite article. Four other definite cases were excluded from the sample due to phrase complexity. 41 מִן־הָעֹלָֽמִים וּדָהָעֹלָֽמִים ‘from eternity to eternity’ (Ps. 41.14; 106.48; Neh. 9.5; 1 Chron. 16.36). עֹלָֽמִים is also used with the article at least three times outside the category of Time. For instance, Eccl. 3.11 makes the nominal construal

39 The others are Isa. 45.17; 51.9; Ps. 77.6; Eccl. 1.10; Dan. 9.24.

40 Perhaps a clue for the origin of these plurals can be found in their use with physical/spatial nouns. There the plural “denote[s] localities in general,” with examples such as שָּמַיִּים ‘sky’, מַיִּם ‘water’, פָּנִּים ‘front’, מַרְגְלוֹת ‘place of feet’, מִשְכָּבִּים ‘bed place’, etc. (GKC §124b–d). It seems possible that a location-in-space construction might have been semantically extended to include abstract concepts which are spread out over a metaphorical sphere such as a timeline.

41 See the note in the methodology section about excluding complex phrases. This is done to ensure accurate selection of phrase heads and modifiers.
clear: ‘Even the eternity he has placed in their hearts’. Dan. 12.7 has the genitive בְּחֵי הָּעוֹלָָּם ‘in life of the eternity’. Another case in Ps. 133.3 uses עַּד הָּעוֹלָָּם within an adjectival expression: חַיִֶּ֗ים עַד הָּעוֹלֶָֽם ‘life unto the eternity’.

Thus, in the vast majority of cases, עֹוָּם appears without any nominal modifiers, a characteristic which is mathematically distinctive. Yet, in a number of cases, the word does appear with both definites and plurals. What is one to make of these cases with respect to parts of speech? First, the occasional deviation from the strong tendency for null modification (>95 percent in Time) shows that modification behaviours are not hard and fast rules. Semantically speaking, the deployment of a nominal modifier profiles with a more noun-like construal of the term. Second, the data above show that later books (Daniel, Chronicles, late Psalms) account for many, though not all, of the modified cases. Given that עֹוָּם morphs into a noun meaning ‘world’ in Rabbinic Hebrew (Sáenz-Badillos 1997, 200), this may show a gradual shift in speakers’ perception of עֹוָּם as increasingly noun-like.

The PCA groupings also allow us to search for other word behaviour that contradicts intra-cluster tendencies. A query across the ‘noun-cluster’ terms for null modification reveals a pair of illuminating examples concerning יוֹם ‘day’, which otherwise

---

42 This also seems true of the corresponding Greek term αἰών ‘eon’, see Hebrews 1.2; 9.26; 11.3. Thanks to the anonymous reviewer who pointed this out.

43 Thanks again to Chip Hardy for this idea.
co-occurs with nominal modifiers in 99 percent of the sample (1339/1351).\textsuperscript{44}

Table 18: Select null-modified samples of יּוֹם ‘day’

<table>
<thead>
<tr>
<th>reference</th>
<th>modifier</th>
<th>sentence</th>
<th>translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isa. 43.13</td>
<td>Ø</td>
<td>Surely since time past I am he.</td>
<td>וְָּֽניְהָ֔וא מִיּוֹםְ֙גּ שֵּּם־הָ֥אַיְרְ מִיֵּ֖וֹם מִלְשֶֽׁם־הָעִ֥ירְ שִָֽמָה׃</td>
</tr>
<tr>
<td>Ezek. 48.35</td>
<td>Ø</td>
<td>And the name of the city since time past shall be ‘YHWH is there’.</td>
<td>מִיֵּ֖וֹם ו שֵּּם־הָ֥אַיְרְ מִיֵּ֖וֹם מִלְשֶֽׁם־הָעִ֥ירְ שִָֽמָה׃</td>
</tr>
</tbody>
</table>

These examples closely resemble in meaning and form the construction מֵּעֹוָלָם ‘from eternity’, which likewise frequents the prophets.\textsuperscript{45} The term also bears resemblance in form to מִמָּחֳרָת ‘since the next day’. Here יּוֹם is used within a pattern of null-modification that strongly resembles that of particle-like adverbs. These two cases reinforce the argument just made with respect to עֹוָלָם, namely, that the strong tendencies of a word do not constitute hard and fast rules. Rather, individual words are always subject to alternative construals depending on what kinds of contexts they are slotted into.

\textsuperscript{44} Some of the other cases not mentioned here actually contain adjectival modification, e.g., יּוֹם טוב ‘good day’ (1 Sam. 25.8), or adverbial modification, e.g., יּוֹם מָּחֶר lit. ‘on day of tomorrow’ (Gen. 30.33) (though this item might also be construed as a construct with some nominal sense), which were excluded from consideration for the purposes of this analysis. These cases should not have been tagged as Ø. A future model could include these considerations. However, in the case of time adverbials they are comparatively quite rare. Other interesting cases of unmodified יּוֹם include מֵּיְהָ֔וא מִיּוֹם טִדָּלָּה ‘from day to night’ (Isa. 38.12), יּוֹם ‘at day’ (Jer. 7.25; Ps. 88.2), and מִיּוֹם לְְ֝יֶ֗וֹם ‘from day to day’ (Ps. 96.2).

\textsuperscript{45} Josh. 24.2; Isa. 42.14; 57.11; 63.19; 64.3; Jer. 2.20; Prov. 8.23.
5.0. Cognitive Linguistic Analysis

The quantitative data sheds light on the fact that word behaviour is just that: behaviour. Words do not woodenly follow abstract classifications; instead, they exhibit strong and weak tendencies, habitual collocations with other lexical items, and/or semantics dependent on functional context. These facts have a number of implications for linguistic theory and BH.

Classically, grammars have tended to treat time adverbials more rigidly under three discrete groups: adverbs, adverbial accusatives, and temporal prepositional phrases (e.g., GKC §100, 118; Waltke and O’Connor 1990, §§10.2.2c, 11.2, 39.3.1h; Joüon and Muraoka 1996, §102a–c, 126i, 133). Adverbial accusatives and prepositional phrases are typically noun-based. Yet, as seen already, the distinction between an adverb and noun in BH is not always clear (see also Waltke and O’Connor 1990, §39.3.1a; van der Merwe, Naudé, and Kroeze 2017, 380–81). BH lacks a productive morphology for adverbs, unlike languages such as English with morphemes like -ly.46 But even English and many languages do not always clearly distinguish nouns and adverbs (Cuzzolin, Putzu, and Ramat 2006). One reason for this may be that adverbial function is already an abstract, peripheral role compared with other sentence arguments (Ravid and Shlesinger 2000, 335–37; Croft 2001, 97). As a result, adverbs tend to be sourced from a variety of word classes, resulting in a heterogeneous makeup (Ramat 2011). In BH, the most common sources

46 A handful of terms possess adverb suffixes, such as יַם- as found in יָומָם ‘by day’; see van der Merwe, Naudé, and Kroeze (2017, 380).
for adverbs are nouns and adjectives (Ravid and Shlesinger 2000, 339–44; van der Merwe, Naudé, and Kroeze 2017, 380–81).

The absence of a neat and tidy word class is not unique to adverbs, but is endemic to parts of speech in languages around the world. Some languages, for instance, lack a clear morphological distinction between nouns and verbs. These problems have led cognitive linguists to abandon the notion of universal, language-inherent parts of speech (Croft 2001, 63–107). Instead, cognitivists propose that semantic meanings, not language categories, are the common elements across human language—though always subject to individual construal. Concepts are free to be mapped onto an endless range of constructions (Croft 2001, 86–87). Thus, cognitivists attempt to explain parts of speech as word tendencies that reflect underlying concepts. Furthermore, concepts as such can have a range of fuzzy behaviour, with prototypes (‘best examples’), family resemblance, and gradient tendencies (Lakoff 1987, 41).

Croft (1990), in particular, analyses parts of speech in terms of their conceptual basis; his analysis is based on a typological approach that respects language differences. He acknowledges the strong, prototypical behaviour found among traditional nouns, verbs, and adjectives. Underlying these tendencies are two


48 Geeraerts and Cuyckens (2012, §2) write: “The perspectival nature of linguistic meaning implies that the world is not objectively reflected in the language: the categorization function of the language imposes a structure on the world rather than just mirroring objective reality.”
classes of concepts. The first constitutes semantic notions of objects (in space), properties (quantity), and actions (in time). Croft derives the second group from Searle’s ‘propositional acts’ of reference (identifying an entity), modification (enriching an entity), and predication (ascribing a property) (Croft 1990, 248–51, 253). These groups and their correlation with the three prototypical parts of speech are illustrated below:

Table 19: Croft’s Major Propositional Acts (modified from Croft 1990, 248)

<table>
<thead>
<tr>
<th>objects</th>
<th>properties</th>
<th>events</th>
</tr>
</thead>
<tbody>
<tr>
<td>core nouns</td>
<td>core adjectives</td>
<td>participles, relative clauses</td>
</tr>
<tr>
<td>abstract de-adjectival nouns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nominalizations, infinitives, gerunds, complements</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The chart can be interpreted spatially, so that constructions in language can point to any region or stretch within the space. For example, the English pattern -ing spans the events with reference, e.g., running, and events with modification regions, e.g., running man) (Croft 2001, 98–99).

But there are many constructions which do not fit prototypical noun, adjective, and verb behaviour. Notably for our purposes, Croft (1990, 246) gives the examples of day and time (e.g., five times) as non-prototypical nouns. Other drip-bucket word classes include adverbs, prepositions, numbers, articles, auxiliaries, demonstratives, etc. Croft (1990, 252) argues that humans intuitively interpret all such categories against the background of
a real or metaphorical spatial dimension (‘background dimension’). Secondary word classes thus serve to locate and quantify real or abstract objects in said space (Croft 1990, 256–60). These dynamics are illustrated below (Croft 1990, 279–80):

Table 20: Croft’s Minor Propositional Acts (adapted and condensed)

<table>
<thead>
<tr>
<th>semantic axis</th>
<th>pragmatic axis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>situating in physical space</td>
</tr>
<tr>
<td>objects</td>
<td>demonstratives, locative deictics, prepositions</td>
</tr>
<tr>
<td>properties</td>
<td>core adjectives, diminutives</td>
</tr>
<tr>
<td>events</td>
<td>tense, temporal deictics, temporal adverbials</td>
</tr>
</tbody>
</table>

Croft places locative time adverbials within the group that situates in a physical dimension; this derives from the fact that locative time represents a metaphorical extension from space to time in all world languages (Croft 1990, 257; Haspelmath 1997; see also Fillmore 2002).

Croft’s categories explain why the results obtained in the PCA experiment (above, above) are not merely interesting side-effects of coincidental word behaviour. Following Croft (1990, 253), the noun concept represents objects in a real or imagined physical space. As such, nouns have a position, dimension, size, number, etc., all possibly metaphorical. These attributes are therefore available for situating and selecting by modifiers, which correspond with the minor propositional acts (above, Table 20). This interaction between the semantic-pragmatic features of nouns and modifiers produces statistical patterns that the PCA model identified. The ‘situating’ function of the definite article and demonstrative had the strongest separation effect. A subgroup of
‘countable’ nouns was separated by their collocation with plurals and quantifiers. The construct and suffix modifiers played a smaller role in the model, but, like the definite article, indicated situated ‘objects’.

While the ‘nouns’ in the PCA model are identified by their collocation with modifiers, the ‘adverbs’ in the model are identified by the lack of modification. Using Croft’s categories, we can now see that in fact adverbs themselves belong to a category of ‘modification’. Indeed, if the various modifiers had been treated as individual words with the potential for their own modification, we would likely see null-modified behaviour in a way similar to that of the ‘adverbs’ of the PCA graph. Breaking down the various items classified as adverbs, we see a group of durations, such as תָמִיד ‘continuous’, נֵּצֶח ‘enduring’, עֹלָם ‘forever’, which correspond with Croft’s modifiers that select ‘quantity’ within events (similarly עָרֶג ‘moment’); a group of irrealis indicators that situate events in a mental space, like אָן ‘where’, מָתִי ‘when’; temporal deictic markers that situate events in space, like עָרֶג ‘now’, אֶז ‘then’, עָרֶג ‘tomorrow’, עָרֶג ‘to here’, עָרֶג ‘yesterday’; and prepositional situators like עָרֶג ‘before’ and עָרֶג ‘next day’. It is likely that a model which includes variables for collocating verb tense, aspect, and modality would be able to subdivide these adverbs as the nouns were.

The fuzzy behaviour observed with words like עָרֶג ‘instant’, עָרֶג ‘next day’, עָרֶג ‘night’, עָרֶג ‘forever’, and even עָרֶג ‘day’

---

49 E.g., יָדִיעַת ‘how long?’ (Exod. 16.28; Num. 14.11; Josh. 18.3, et al.); see BDB 33. This is similar to עֹרֶג.
might be attributed to the interaction between adverbial function, which itself is a modifier, and nominal construal, which is contained within the modifier. This containment reveals a recursive and hierarchical structure for part of speech concepts. But the levels of recursion should not be viewed as wholly self-contained. Indeed, as noted by Croft, words like יום do not fit prototypical noun semantics. They are not physical objects. By this logic, the noun category within adverbials seems to represent a kind of analogical extension by which the very concept of an object is stretched to encompass phenomena such as the cycles of the sun. Perhaps this extension is accommodated by the metaphor of time as a line in space, and thus locative time as ‘places’ in that space (Haspelmath 1997, 23–42). If true, the fuzzy statistical behaviour is simply a product of the already abstract nature of time-as-object.

What do these results mean for the broader theory of parts of speech in BH? These data ought to at least cast some doubt on generative descriptions of surprising word behaviour. For example, in a recent article on parts of speech, Miller-Naudé and Naudé (2017, 273–308) examine the behaviour of טוב ‘good’ in cases where it is modified by the definite article. For instance:

2 Sam. 19.28 שָׁלוּם הָעָשֶׁר בְּעֵינֶיךָ Do the good in your sight.
2 Sam. 14.17 לִשְׁמַע הַטָּוֹבְּלָּוֶּדֶּלֶּיִּיִּוּ to hear the good and the bad
Ps. 85.13 יָהַוְהַיָּה הַטָּוֹבְּלָּוֶּדֶּלֶּיִּוּ Also may YHWH give the good

The debate centres on whether these uses of טוב (and other similar cases) represent construals of an adjective as a noun (‘the good’). This possibility poses problems for the generative model, which maintains parts of speech as a category inherent to a word.
Miller-Naudé and Naudé propose a ‘null-noun’ that טוב is actually modifying: ‘the good [thing]’ (2017, 293). Yet, while elision is no doubt a real and important part of language, this explanation will simply not suffice for the wide-sweeping tendencies reviewed in this article. The experimental data demonstrate a vast and systematic interaction of semantic-pragmatic factors which all cooperate to construe word class in an individual context. This, in general, casts doubt on the explanatory power of elision in cases where words ‘misbehave’.

6.0. Conclusions

This article has applied a cognitive-statistical approach to examining parts of speech within time adverbial phrases in BH. The statistical model was able to separate words into broadly ‘noun’ items and ‘adverb’ items, with gradient behaviour in between. The linguistic analysis examined these tendencies against the background of cognitive theories on parts of speech. The data and analysis reveal an intricate interplay of contextual factors and indicate the need to classify parts of speech on a case-by-case basis. More generally, the success of the model demonstrates the fruitfulness and potential of applying statistics to the study of semantics. Co-occurrence behaviour of words is not random or coincidental, but arises from the interaction of the semantic-pragmatic values humans assign to them.
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1.0. Introduction

The topic of this article is adverbial conjunctions in the Hebrew Bible. As used here, the term ‘adverbial conjunction’ refers to single- or multi-word expressions used to communicate an adverbial relationship between finite clauses (including so-called verbless clauses). Adverbial conjunctions are an especially

1 I would like to thank the Golda Meir Fellowship at the Hebrew University of Jerusalem for funding this research. I would also like to thank the editors, Prof. Eitan Grossman, and two anonymous reviewers for their helpful comments on an earlier version of this paper. In addition to the those listed in the References section below, the following abbreviations are used: Syr. = Syriac Peshitta; Tg. Ket. = Targum of the Writings; Tg. Neb. = Targum of the Prophets; Tg. Onq. = Targum Onqelos.

2 Cf. Hetterle (2015, 201). For a discussion of the characteristics of this word class, and one set of criteria for grouping them, see Kortmann (1997, 56–77, esp. 71–73). For a more recent discussion, see Thompson
interesting type of linguistic item, not least because they are often polysemous. That is, they are frequently used to communicate a variety of interclausal relationships. For example, אַחֲרֵי אֲשֶׁר may communicate anteriority ‘after p, q’, or causation ‘because p, q’. The adverbial conjunction אִם may communicate contingency ‘whenever p, q’, condition ‘if p, q’, concessive condition ‘even if p, q’, or concession ‘although p, q’. In Biblical Hebrew, the conjunctions כִּי and אֲשֶׁר are especially notorious for their polysemy. This raises the question of whether there is an organising principle according to which their associated meanings are conceptually arranged and may be diachronically ordered. If so, what is the relationship between these different meanings and what is their relative order of emergence in diachronic development? This word class has been treated to some extent in several studies in the Semitic languages, e.g., et al. (2007, 237–43). However, the degree of clause embedding is characterised by a continuum (Schmidtke-Bode and Diessel 2019), so the delimitation of categories is always somewhat arbitrary. Also note that Kortmann restricts the definition of adverbial conjunctions to those that connect clauses with an inflected verb. However, this appears to be due to the fact that he deals with European languages, which generally lack verbless clauses. As Miller (1999, 3) observes, verbless clauses “…are commonly represented among the world’s languages, even though they are absent in most Indo-European languages…” and “…are an important syntactic feature of Biblical Hebrew.” For different terms that have been used to designate this word class in linguistic literature, see Kortmann (1997, 62) and references there.

Note that in these schematic representations of interclausal relations, ‘q’ stands for the main (or ‘matrix’) clause and ‘p’ stands for the adverbial clause.
Aartun (1974) on Ugaritic, Hackl (2007) on Late Babylonian, and Esseesy (2010) on Arabic. However, adverbial conjunctions in Biblical Hebrew have not received similar attention. By and large, descriptive grammars of Hebrew simply offer a taxonomy of various uses. Furthermore, in linguistics more broadly, quantitative typological data on this word class has only become available relatively recently (esp. Kortmann 1997; 1998; 2001) and mostly for Indo-European languages.

The purpose of this paper is to provide a first step toward addressing this lacuna by proposing paths of development connecting the various uses of polysemous adverbial conjunctions in Biblical Hebrew. This will proceed in the following manner. In §2.0, I provide an overview of semantic maps, focusing on Kortmann’s (1997) typological study of adverbial subordinators. In §3.0, I present representative examples of the usage profile of the polysemous adverbial conjunctions I have identified in Biblical Hebrew. In §4.0, I heuristically employ known diachronic semantic maps of adverbial conjunctions in order to generate hypotheses on their relationships to one another in diachronic development, whether as a source or goal of semantic extension. In §5.0, I test these hypotheses by examining potential bridging contexts in corpus data, as well as considering supporting cognate data. Finally, in §6.0, I offer concluding remarks.
2.0. The Semantic Map of Adverbial Conjunctions: An Overview and Methodology

The use of diachronic semantic maps and grammaticalisation theory is not new to Semitic studies. However, it has not been systematically applied to adverbial conjunctions in Hebrew. Thus, for the sake of those unfamiliar with such work, and in order to lay the foundation for the application of diachronic semantic maps to adverbial conjunctions in particular, the following is offered by way of overview. As defined by van der Auwera (2013, 154), “Semantic maps are essentially representations of the polyfunctionality of words or, more generally, constructions.” The organisation of different functions on the map represents synchronic polyfunctionality and diachronic development (even if only by implication). The basic idea of this can be seen in Figure 1, a schematic example of a classic semantic map.

Figure 1: Schematic synchronic and diachronic semantic map (van der Auwera 2013, 154)

---

4 See Hardy (2014, 49–53), for a survey of past studies of grammaticalisation in Semitic. Also see Christo H. J. van der Merwe in this volume.

5 While many variations of semantics maps have been proposed, this is sufficient to illustrate the basic idea for the purposes of this paper. For an overview of different types of semantic maps, see van der Auwera (2013).
Such maps can be constructed by observing polysemy patterns across languages.\(^6\) Two or more senses are connected in a semantic map if they are both part of the functional profile of a single linguistic item in at least one language. Conversely, distinct uses are only delineated if they are lexically distinguished in at least one language. For example, Hebrew עֵצִים does not lexically distinguish between ‘trees’ (e.g., Josh. 10.26; Judg. 9.8) and ‘wood’ (e.g., Exod. 17.9; Zech. 12.16).\(^7\) But English employs different lexemes for these concepts. While synchronic data can be sufficient to construct such maps, the connections and their directionality are strengthened if they are confirmed by historical data showing the clear emergence of one use from another.

Semantic maps constructed on the basis of a large number of languages (especially areally and genetically distinct languages) with historical corroboration posit implicational universals and grammaticalisation paths that characterise the typical developmental trajectories of the linguistic forms in question.\(^8\) For example, looking at the map in Figure 1, a form with Use 1 and Use 3 is predicted to have Use 2 as well. In other words, when heuristically employed, the map generates the

---

\(^6\) For a detailed discussion of how semantic maps can be constructed, see Georgakopoulos and Polis (2018).

\(^7\) It may be noted that Rabbinic Hebrew developed this distinction by using Aramaic אִילָּן for ‘tree’.

\(^8\) Grammaticalisation is defined as the process whereby lexical forms develop grammatical functions and whereby grammatical forms develop additional grammatical functions (Hopper and Traugott 2003, 1).
hypothesis that a given form’s usage profile will fill a contiguous portion of the semantic map. Additionally, if the synchronic usage of a given form A consists of Uses 2 and 3, this semantic map generates the hypothesis that the emergence of uses in the form’s developmental history would have proceeded from 2 to 3. Furthermore, it generates the hypothesis that these uses originally developed from Use 1 sometime in its earlier history. However, it must be emphasised that representations like Figure 1 are not meant to imply that a form communicates only one sense at a time. Rather, multiple uses may persist side-by-side for long periods of time in a phenomenon called ‘layering’ (Hopper and Traugott 2003, 124). This means that especially in a corpus with a complex textual history, like the Hebrew Bible, uses will typically appear alongside others without necessarily revealing any diachronic distribution, especially for those forms whose developmental histories precede the earliest extant texts.

This makes such diachronic semantic maps all the more valuable, since they can suggest the developmental trajectories of polysemy patterns, even from synchronic data. To visualise this, consider Figure 2.
Figure 2: Layering in diachronic development

Here, ‘A’ represents a source usage and ‘B’ some extension. Such extensions are facilitated by ‘A/B’ bridging contexts where uses ‘A’ and ‘B’ are conceptually and structurally similar, making it possible to reanalyse ‘A’ as ‘B’. Crucially, these bridging contexts often persist side-by-side in a forms synchronic profile, even if no unambiguous diachronic data is available. Therefore, diachronic semantic maps can generate hypotheses to determine which uses served as sources and goals of semantic development. Additionally, these hypotheses can be tested by examining potential bridging contexts connecting these uses. If a robust diachronic semantic map predicts a certain A > B development, and the synchronic data of the form being analysed shows many ‘A/B’ contexts which could facilitate such an extension, this strengthens the plausibility of such a reconstruction of the form’s diachronic development. Such reconstructions can be further strengthened when there is corroborating data from cognate forms.

Among the advantages of semantic maps is the fact that they are falsifiable, since they can be tested against and modified in light of new data (Georgakopoulos and Polis 2018). The semantic map model is also neutral vis-à-vis monosemy versus polysemy (Haspelmath 2003). This is especially significant in the
discussion of forms functioning as adverbial conjunctions in Biblical Hebrew, since there is often debate as to whether various functions constitute genuine polysemy or merely different uses of a form which in reality has a more general core meaning. This question can be deferred to allow for the analysis of synchronic usage, diachronic development, and crosslinguistic comparison. Thus, semantic maps facilitate crosslinguistic comparison, because they allow the researcher to compare any set of uses or repertoire of linguistic forms, and are theory neutral regarding monosemy versus polysemy.

The specific semantic maps used here are based mainly on Kortmann’s (1997) foundational study of adverbial conjunctions. This study drew data from 53 languages representing half a dozen language families (Indo-European, Uralic, Altaic, Caucasian, Semitic, and one isolate). The linguistic items analysed included 2,043 different adverbial conjunctions. There was also a significant historical component to this study, as the time-depth of languages analysed was up to 2,500 years. This means that the semantic map of adverbial relations is not only based on synchronic patterns of polysemy, but also

---

9 Two other large crosslinguistic studies of adverbial conjunctions followed Kortmann (1997). One is Martowicz (2011), a world-wide sample of anteriority, cause, condition, and purpose relations from 84 languages that takes a close look at the sources of such forms from other word classes. The next is Hetterle (2015), which looks at 756 adverbial conjunctions across 45 languages. Both expanded the language sample beyond Kortmann’s and also approached the topic with different research questions, but, in the main, are compatible with the analysis presented here.
supported by observable change in historical corpora where the emergence of uses can be directly seen. From this data, Kortmann presented a compelling case that interclausal relations can be placed into four sets of semantic spaces: locative, temporal, modal, and what has been termed CCC (i.e., cause, condition, and concession) relations.\textsuperscript{10} Examples of Biblical Hebrew conjunctions expressing these relations are given in the following section. The reason for identifying these as the basic semantic groupings of interclausal relationships is based on converging evidence, such as frequency of use (i.e., the most commonly used words belong to the most fundamental semantic domains) and degree of lexicalisation (i.e., the domains with the largest lexical inventory are the most central). Additionally, the strongest semantic affinities of a given adverbial conjunction are consistently found within one of these semantic domains.\textsuperscript{11} These diagnostics support the delineation and cognitive basicness of these semantic domains across languages.

While relatively distinguishable, certain interclausal relationships within these semantic spaces are likely to develop into uses that extend into different semantic spaces. Thus, these groupings of interclausal relations have conceptually similar uses at their boundaries. Inferential pressures in communication drive

\begin{itemize}
\item\textsuperscript{10} Definitions of the subsenses within these semantic spaces are given along with Figure 5.
\item\textsuperscript{11} To give a representative example of this from English, the usage profiles of \textit{as}, \textit{when}, and \textit{where} traverse the internally complex networks of the modal, temporal, and locative semantic spaces, respectively. See further Kortmann (1997, 181–82, 193, 195–96).
\end{itemize}
semantic extensions from one semantic space into another in a constrained and cognitively motivated way (Hopper and Traugott 2003, 39–98). This is convincingly demonstrated by the observation that adverbial conjunctions in certain source domains persistently develop senses in expected target domains with a remarkable degree of statistical consistency. A coarse-grained representation of the semantic extensions between the four main semantic spaces of adverbial relations is presented in Figure 3 below, based on Kortmann (1997, 178).

Figure 3: Diachronic semantic map of adverbial conjunctions

The situation represented in Figure 3 is that locative and modal relations are sources for semantic extensions into temporal

---


13 Each of the four major networks of interclausal relations is simplified and presented as a unit (i.e., locative, temporal, modal, CCC) in order to highlight the relationships between them. However, each has its own internally complex network of relations within that semantic space (especially the time and CCC semantic spaces). This internal complexity is seen in §4.0 below.
and CCC relations. The temporal semantic space is the most common source of extensions into the CCC domain, as indicated by the bold arrow. There is a general push for all other uses to develop toward CCC relations. The arrows represent the fact that these paths of semantic extension are unidirectional (Kortmann 2001, 846–47; cf. Hopper and Traugott 2003, 99–139).

This unidirectionality of change results from the direction of informativeness. That is, speakers invite and hearers infer the most informative interpretation of an utterance, based on the communicative maxim that communication should be as informative as possible (Traugott and König 1991, 190). Therefore, more concrete interclausal relations are pushed toward richer logical inferences as more informative interpretations. For example, it is perceived as more relevant and informative to interpret the temporal relation ‘q happened when/after p happened’ as a causal relation ‘q happened because p happened’. Through frequency of use and entrenchment, these enriched interpretations may become conventionalised, at times even displacing earlier meanings (Divjak and Caldwell-Harris 2015).

---

14 As elaborated in Kortmann (1997, 178): “It is crucial to stress that for none of these links does the reverse hold, i.e., neither are CCC subordinators found to develop temporal, locative or modal readings, nor do temporal subordinators come to serve as locative or modal markers.”

15 For example, the cognates English while and German weil both developed from a noun meaning ‘time’ into temporal conjunctions. However, whereas English while added contrastive and concessive meanings alongside its earlier temporal meaning, German weil is used as a causal conjunction (Hopper and Traugott 2003, 90–2).
Finally, it should be noted that the use of semantic maps can also be applied to multifunctionality across word classes (termed ‘heterosemy’). Such a perspective can help illuminate the common sources of adverbial conjunctions. This can be quite complex, since, as noted by Meillet (1915, 21), “Les origines des conjonctions sont d’une diversité infinie, on le sait. Il n’y a pas d’espèce de mot qui ne puisse livrer des conjonctions.” While an exploration of these typical sources is beyond the scope of this paper, Kortmann does observe several category continuua that intersect at the adverbial subordinator word class. This is represented in Figure 4, adapted from Kortmann (1997, 59).

Figure 4: Category continuua

As Kortmann (1997, 64) explains, “recategorization or the acquisition of additional category membership happens both within and between the various continuua.” Unsurprisingly, this is also the case in Biblical Hebrew. As pointed out in BHRG² (§40.1.1), word classes such as adverb and conjunction often blend together. This is helpful to keep in mind when considering words like relative יְהַשְׁעָה and complementiser יִבָּר, or prepositional עַל and יָנוּר. Such heterosemy is crosslinguistically pervasive (Kortmann 1997, 108–12; cf. Sasse 2001, 495–96). It is therefore
not surprising that many of the words discussed below intersect at several points along these continua.

The structure of this article follows a methodological order derived from the above discussion that can be replicated in other studies of this word class or any linguistic form. Hebraists often find themselves analysing linguistic phenomena the historical development of which is not directly observable over a long and voluminous textual history. When typologically robust diachronic semantic maps are available for such phenomena, these can help bridge the gap in data by employing the following methodology. First, the usage profile for the linguistic phenomenon in question can be outlined from available data. Next, this usage profile can be mapped onto diachronic semantic maps based on known polysemy patterns and historical developments. This mapping will then generate plausible hypotheses about the diachronic relationship between uses. The more robust the typological patterns are, the stronger the generated hypotheses will be. For example, TIME > CAUSE is universally unidirectional so that if a form has both temporal and causal uses, it is virtually certain that the causal use developed from the temporal and not vice-versa, even if no diachronic data is available for the relevant form. However, while extremely robust diachronic paths can be reasonably posited from a synchronic usage profile alone, such hypotheses (especially those based on less-well-attested developmental paths) can be further corroborated by examining bridging (A/B) contexts in synchronic usage that are ‘left over’ from past development. When cognate
evidence is available, this can also be leveraged to test the hypotheses generated via diachronic semantic maps.

In the end, one is left with a variety of plausible hypotheses about the order of development for uses of a polyfunctional form. The relative strength of these hypotheses will be proportional to the typological robustness of the diachronic path(s) heuristically employed, the clarity and pervasiveness of the bridging contexts available for the form(s) being studied, and the clarity and pervasiveness of corroborating observations in cognate data.

3.0. Polysemous Adverbial Conjunctions in Biblical Hebrew: A Usage Profile

The following presents a usage profile for polysemous adverbial conjunctions in the Hebrew Bible. This includes all the adverbial conjunctions which I have found to have a relatively clear polysemous profile in the Hebrew Bible.\(^\text{16}\) That is, they are found to communicate more than one adverbial relationship between

\(^{16}\) When I use the term ‘polysemous’, it refers to these forms’ ability to mark semantically distinct interclausal relations within the class of adverbial conjunctions. Alternatively, the terms ‘polyfunctional’ and ‘multifunctional’ may refer to the situation just described, as well as cases where a single form has multiple uses across word classes. In this regard, diachronic semantic maps would also be useful in analysing the development of polyfunctionality. However, the present discussion focuses on the different senses of these words within their function as adverbial conjunctions. Functions in other word classes (e.g., relative אֲשֶׁר, complementiser כִּי) are not discussed.
two or more finite clauses.\textsuperscript{17} There are many more adverbial conjunctions in Biblical Hebrew which are found to communicate only a single interclausal relationship. However, since the purpose of this article is to discuss the paths of semantic extension among adverbial conjunctions, polysemous forms are better suited for this goal. I present them in the following order: אַחֲרֵי אֲשֶׁר, אִם, אֲשֶׁר, בַאֲשֶׁר, כַאֲשֶׁר, כְּש, כִי, אֲשֶׁר עַל.

While several of these include אֲשֶׁר/שֶׁ, the combination with particular prepositions has resulted in different polysemy patterns, suggesting divergent developmental paths.\textsuperscript{18}

While some comments are offered about the most typical use of a particular form, the examples for each of the uses cited below are meant to be representative and illustrative, rather than

\textsuperscript{17} Due to the crosslinguistic cognitive motivation of the semantic extensions discussed in the previous section, it is hypothesised that the same sorts of grammaticalisation paths would be observed when considering forms connecting non-finite clauses. However, a separate study looking into this would be needed.

\textsuperscript{18} The uses listed here are not novel proposals and can be found in standard grammars and lexica, as well as in various other works touching on these forms, though they are sometimes referred to with different terminology (e.g., IBHS, JM, BHRG, BDB, DCH, HALOT). However, examples are given here for illustration, which is especially helpful in the case of the crosslinguistically based categorisation of senses adopted here.

\textsuperscript{19} Hendel and Joosten (2018, 29–30) suggest that the development of the various combinations with אֲשֶׁר and -ש occurred on analogy with Aramaic compounds with יִד.
exhaustive. Therefore, the uses identified below are not precisely ranked in terms of the typical usage for each form. The focus, rather, will be on considering the conceptual and diachronic relationship between uses, regardless of their relative frequency at a given time. Thus, marginal uses are included, since these result from semantic extension, which is the very focus of the analysis. The usage profiles that emerge for each adverbial conjunction in turn provide the data for constructing the order of their development.

Again, it is important to reiterate that, while certain uses may be debated in terms of whether they are genuinely semanticised or merely contextual uses, the more basic question here is how these uses are organised conceptually and the diachronic implications this arrangement has for their emergence relative to each other. Nevertheless, I have attempted to include only uses for which examples fulfill the criterion of semantic uniqueness (Kortmann 1997, 91–92). These are cases in which the particular interclausal relationship identified is not merely inferred from another simultaneously communicated sense. For example, מֵאָז in Jer. 44.18 has both the temporal sense ‘since’ (i.e., from the time that) and simultaneously the causal inference ‘because’. However, since I find no example of מֵאָז with only a causal reading, i.e., without a simultaneous temporal reading

20 While statistical figures for each use would certainly be helpful in determining the relative centrality of senses within synchronic usage, frequency of use is less useful for diachronic organisation, which is the goal of this study. For example, earlier uses of a form often decrease in frequency and may be lost altogether in the course of language change.
serving as its inferential springboard, I exclude it here. By contrast, considering כִּי, there are clearly cases where the most natural reading is causal, e.g., (24), conditional, e.g., (26), and several other uses independent of a simultaneous reading serving as an inferential springboard. This does remove the possibility of liminal cases which fall between senses. Indeed, this is expected in light of the conceptual relationship between uses and diachronic emergence of one from another (often reflected in the different renderings seen in ancient and modern translations). However, in order to focus on the most robust semantic extensions, I have tried to include only uses which in at least some cases fulfill the requirement of semantic uniqueness with relative clarity. Bridging contexts, where a use falls ‘between’ senses, are discussed in §5.0.

3.1. אַחֲרֵי אֲשֶׁר

Cases of אַחֲרֵי אֲשֶׁר as an adverbial conjunction include uses in the temporal and CCC semantic spaces, though the temporal use is the more common. In (1) it is used to communicate anteriority.

21 Preference for different syntactic structures is another means of distinguishing between semantic polysemy vis-à-vis pragmatic polysemy. See, for instance, example (39) below, which notes the preference for temporal כִּי clauses to precede the main clause, but for causal כִּי clauses to follow the main clause. In addition to the criterion of semantic uniqueness, such divergent syntactic profiles strengthen the case that the proper analysis is one of semantic polysemy rather than merely pragmatic polysemy.
'after p, q’. In (2) it is used to communicate causation ‘because p, q’.

(1) וַיְּהִִ֗י מִקְּצֵּ֥ה שְּלֶׁ֣שֶׁת יָּמִִ֔ים אַחֲרֵֵ֕י אֲשֶׁר־כָּרְּת֥וּ לָהֶֶׁ֖ם בְּרִִ֑ית וַיַּשְּמֹ֔עֵה יִרְכְּבּוֹ‏
                אַלּוֹנַבָּרִבּוֹ הָ֖ם יֶשֶׁבֵּֽם:

‘And it was at the end of three days, after they cut a covenant with them, they heard that they were close to them and they dwelt in their midst.’ (Josh. 9.16; LXX μετὰ τὸ + infinitive; Tg. Neb. בכרה)

(2) וַיֹֹ֤אמֶׁר מְפִיבֹֹ֨שֶׁת אֶׁל־הַמִֶׁ֔לֶךְ גַ֥ם אֶׁת־הַכֶֹ֖ל יִקִָּ֑ח אַַ֠חֲרֵי אֲשֶׁר־בָָּּ֞א אֲדֹנִ֥י הַמֶֶ֛לֶךְ בְּשָּׁלֶ֖ום אֶׁל־בֵית ו׃
                בְּשָׁלֶ֖ום אֶל־בֵּית ו׃

‘Then Mephiboshet said to the king, “Let him also take everything, since my lord has come in peace to his house.”’ (2 Sam. 19.31; Tg. Neb. בכר-ד)

(3) אַחֲרֵי נִמְכַַּ֔ר גְאֻלָָ֖ה תִּהְיֶֽׁה־לֹּ֑ו

22 For other examples of this expressing anteriorty, see Deut. 24.4, Josh. 7.8; 23.1–2; 24.20. For uses expressing cause, see Judg. 11.36; 19.23. Josh. 2.7 has the unusual combination of אַחֲרֵי כָּרְּשָׁר heading a temporal clause.

23 All Hebrew citations are from the BHS. I sometimes list the renderings in ancient versions, especially when they are examples discussed. However, this is not to say that a particular reading is determined by counting versional support or that the versions always transparently reflect the linguistic structure of an underlying Hebrew vorlage. Rather, the Hebrew examples presented should stand on their own merits and the occasional citation of versional data simply illustrates an ancient interpretive tradition along the same lines. When versional witnesses are not cited, this is often because their renderings are compatible with multiple readings and therefore non-adjudicating. In other cases, they change the structure of the text substantially, making any close syntactic or semantic equivalence impossible to discern.
'After he has been sold, he will have redemption.' (Lev. 25.48; Tg. Onq. בָּתַר) 24

The use of אַחֲרֵי as a locative/temporal preposition appears to have been licensed to head finite clauses by the addition of אֲשֶׁר, as seen in the above examples. This fits the more general observation that the construction preposition + relative is a bridging context allowing for the extension from preposition to adverbial conjunction. 25 This is also seen in the other adverbial conjunctions discussed below.

Through repeated use of such a construction, the preposition took on the function of an adverbial conjunction heading finite clauses by itself, in some cases without the help of the relative. 26 This is seen in example (3), where it heads a finite

24 Cf. 1 Sam. 5.9.

25 Cf. BDB (473), Lipiński (1997, 475, 527); Esseesy (2010, 270–71); Hardy (2014, 111–12). This strategy is also productive in Modern Hebrew (Glinert 1989, 351). For a crosslinguistic perspective on this as a unidirectional development, see Genetti (1991).

26 There are also some cases where the clause headed by אַחֲרֵי has a verb that is morphologically ambiguous between finite or infinitive. These are Gen. 41.39; 46.30; Lev. 13.55, 56. In these cases, אַחֲרֵי marks a causal relation. The ability to head a finite clause without the relative is also found with the form אֲשֶׁר (e.g., Gen. 18.5; Lev. 14.43; Jer. 41.16; Job 19.26; 42.7). It is used once with אֲשֶׁר. These are exclusively temporal. This is unexpected vis-à-vis the multiple senses marked by אַחֲרֵי in light of the Zipfian inverse relation hypothesis, which states that there is an inverse relation between morphological complexity and polyfunctionality (Zipf 1949, 121; Kortmann 1997, 123).
temporal clause expressing an antecedent relationship between the clauses.

3.2. אִם

The usage of אִם also spans the temporal and CCC semantic spaces of interclausal relations, as seen in the following examples, though its most common use is as a conditional conjunction. In (4) it is used to communicate an interclausal relation of indefinite time (contingency) ‘whenever p, q’. In (5) it is used to communicate the condition ‘if p, q’. This use is by far the most common, especially in casuistic texts found in the Pentateuch. In (6) it is used to communicate concessive condition ‘even if p, q’. In (7) it is used to communicate concession ‘although p, q’.

(4) וְהָּיֶָ֖ה אִם־זָּרֶַ֣ע יִשְׂרָּאֵ֑ל וְעָּלָֹ֨ה מִדְּיָּ ַֽן וַ עֲמָּלֵֶ֛ק וְבְנֵי־קֶֶׁ֖דֶׁם וְּעָל֥וּ עָּל֥וּ יו׃

‘Now, it happened that whenever Israel would plant seed, then the Midianites and Amalekites and the sons of the East would come up against them.’ (Judg. 6.3; LXX ὅταν; Tg. Neb. כד)

(5) הָאָמְרֵם אֵלַ יְהוֹ וְאֵלֵי הָלָּלִים וְאֵלַי הָלָּלִים מָה׃

For further examples, see the following. Contingency: Gen. 38.9 (LXX ὅταν; Tg. Onq. כד); Isa. 24.13 (LXX ἐὰν; Tg. Neb. בָּתַר); Ps. 78.34 (LXX ὅταν; Tg. Ket. בָּתַר). In at least one case, אִם seems possibly to communicate immediate antecedence (Amos 7.2; LXX ἐὰν). Condition: there are too many examples to list here; see HALOT. Concessive condition: Amos 9.2–4 (5x); Eccl. 8.17; cf. Segert (1976, 262). Concession: Jer. 15.1; Job 9.15; Ps. 27.3; 138.7 (cf. Ps. 23.4); Prov. 27.22; cf. Friedrich and Röllig (1999, 229).
‘And he said to him, “If your presence is not going, do not bring us up from this place.”’ (Exod. 33.15)

(6) וַיֶַּעַן בִלְּעִָּם וַיֹֹ֨אמֶר אֶ֖ל־עַבְּדֵֶ֣י בָּלִָּ֔ק אִם־יִתֶ֥ן לִ֥י בָּלֶָּּ֛יק מְּלֹ֥א בֵיתֶ֖ו כֶֶׁׁ֣סֶׁף וְזָּהִָּ֑ב לֶֹׁ֣א אוכִַ֗ל לַעֲבֹר אֶֶׁׁ֣ת־פִי‏‏ יְּהוֶָּׁ֣ה אֱלהִָ֔י לַעֲש֥ות קְטַנֶָ֖ה אוּגִּ֥ד וַיָּ֖עַן בִּ֣לְעֵי הָ֥לֶכָּ֖ה יְּהוֹוָֽה אִם־יִ הְּיֹ֨ו חֲטֵָּאֶיכֶֹּׁם כַשָּנִים כַשֶֶׁׁ֣לֶג יַלְּבִִ֔ינו אִם־ יַאְּדִ֥ימו כַתולֶָ֖ע כַצֶׁ֥מֶׁר יִהְּי ו׃

‘Then Balaam answered and said to the servants of Balak, “Even if Balak gives me his house full of silver and gold, I would not be able to transgress the word of the LORD my God to do small or great.”’ (Num. 22.18)

(7) לְכַרְּעָהָ֣ו יְנַוַּֽה יִאְמִר וּיהוָ֔ה יִעַיֵֽה יֹאמְרֹתַ֖ו בֶּשֶׁ֥ם פָּשִׁל לִבְּנֵי אָמְר:

“Come and let us reason together” says the LORD. Although your sins are as scarlet, they will become white as snow. Although they are red as crimson, they will be as wool.”’ (Isa. 1.18)

3.3. אֲשֶׁר

The particle אֲשֶׁר has been treated most extensively by Holmstedt (2016). He argues that in most cases אֲשֶׁר can be analysed as a relative or complementiser, even if “less natural” in some cases (Holmstedt 2016, 232–35). The appeal of positing a singular function for the sake of parsimony can certainly be appreciated. However, as mentioned at the end of §2.0 above, it is the norm for relativisers to fall along several category continua intersecting at the word class of adverbial conjunctions. Indeed, in light of this pervasive tendency, it is arguably more parsimonious (at least as a starting point) to expect uses of אֲשֶׁר beyond its function
as a relati

is

er and complement

er, 28 even though the relativ

er function is by far the most common. Furthermore, as pointed out

§2.0, semantic maps do not require a commitment to polysemy

versus monosemy. Therefore, even if these non-relative, non-

complementiser readings are considered mere implicatures, they

can still be organised via a semantic map. Thus, putative uses of

אֲשֶׁ֥ר as an adverbial conjunction are included here. Uses span the

modal, temporal, and CCC semantic spaces. These include modal

‘q, as p’ (8), temporal ‘when p, q’ (9), causal ‘because p, q’ (10),

purpose ‘q, in order that p’ (11), result ‘q, so that p’ (12), and

conditional ‘if p, q’ (13) uses.29

28 Cf. Hendry (2012, 48–132), where she discusses the various sources

and developments of relativisers in crosslinguistic perspective.

29 Other putative examples include the following. Modal: Exod. 10.6;

14.13 (LXX δν τρόπον; Tg. Onq. -ד חכמה); 34.18 (LXX καθάπερ); Deut.

15.14 (LXX καθά); Isa. 7.17; Jer. 48.8 (LXX 31.8 καθὰ); Mic. 7.20 (LXX καθὸς);

Ps. 106.34. See further fn. 29. Temporal: Gen. 6.4; 40.13; Num. 33.1;

Deut. 1.46; 1 Sam. 20.31; 2 Sam. 19.25; 1 Kgs 8.9; 11.42; Jer. 29.19; 2

Chron. 35.20. Causal: Gen. 30.18; 31.49; 34.13, 27; 42.21; Num. 20.13;

Deut. 3.24; Josh. 4.7, 23; Judg. 9.17; 1 Sam. 2.23; 15.15; 20.42; 26.23;

2 Sam. 2.5; 14.22; 1 Kgs 8.33; 15.5; 2 Kgs 12.3; 17.4; 23.26; Isa.

19.24–25; Jer. 16.13; Hos. 14.4; Hab. 3.16; Zech. 1.15; Job 34.27; Eccl.

4.9; 6.12; 8.11, 12; Dan. 1.10; 2 Chron. 6.24. Some ancient and modern

versions skilfully render אֲשֶׁ֥ר causally via the causal use of a relative

construction in the target language. See, for example, Gen. 30.18 (LXX

>(&οῦ); 34.27 (LXX ἐν ἦγετὶ in v. 13); 42.21 (ESV ‘in that’; LXX οὐ).

This highlights the crosslinguistic use of relatives with a causal mean-

ing. Purpose: Gen 11.7; 24.3; Exod. 20.26; Deut. 4.10, 40; 6.3 (2×);
'As the host of the heavens cannot be numbered and the sand of the sea cannot be measured, in this way I will multiply the seed of David my servant and the Levites who minister to me.' (Jer. 33.22; Tg. Neb. -ר אֱלֹהִים)\(^\text{30}\)

These examples together with alternative analyses as relative clauses are helpfully collected and discussed in Holmstedt (2016, 232–35), along with nonbiblical texts as well. Holmstedt (2016, 233) also helpfully compiles all the cases cited for each of these uses in GKC, IBHS, BHGR\(^1\), and JM. Here, Holmstedt makes the important observation that all the non-relative and non-complement cases cited in GKC, IBHS, BHGR\(^1\), JM, BDB, DCH, and HALOT add up to only 97 cases. This means that even if these identifications are correct, they are not typical.

\(^{30}\) The modal semantic space has several subsenses, including different nuances of comparison, such as comparing various measures of extent (e.g., temporal duration or quantity) and comparison of manner. In the usage of אֲשֶׁר, I have identified comment/accord and similative subsenses. Comment/accord can be represented schematically as ‘q, as p’, where clause q accords with some statement in p. As described by Kortmann (1997, 87–8), “p expresses the speaker’s comment on the content of the matrix clause, typically with the aim of affirming the truth (and thus reliability) of q.” See possibly, for example, Gen. 42.14. While Kortmann’s description focuses on this relation in the realm of epistemic modality (e.g., “As you said, this analysis is probably correct”), אֲשֶׁר typically marks this relationship within the realm of deontic modality, as in Jer. 48.8 (LXX 31.8 καθ’αὐτόν; Mic. 7.20 (LXX καθ’αὐτόν); Ps. 106.34. A similitative interclausal relationship can be schematically represented as ‘q, (in the same way) as p’. For examples of this with אֲשֶׁר, see Exod.
Then Micaiah said, “Behold, you will see in that day **when** you go into an inner room to hide.” (1 Kgs 22.25; LXX ὅταν)

Interpretation as a temporal conjunction seems to be especially facilitated in contexts where it would otherwise function as a relative in relation to יָוֹם ‘day’ or other temporal nouns, even if only by implicature. IBHS (334) notes that this function is facilitated in contexts without a resumptive pronoun, as in this example (cf. JM, 562).

Note that for adverbial conjunctions which span multiple subsenses within the temporal semantic domain, I provide only one example for the sake of space. In example (9), the temporal subsense communicated is simultaneity overlap (SIOVER) which may be represented as ‘when $p$, $q$', where the conjunction signals that clause $p$ overlaps with clause $q$ in time (also Gen. 40.13; Num. 33.1; Deut. 1.46; 2 Sam. 19.25; 1 Kgs 8.9; 11.42; Jer. 29.19). אֲשֶׁר is also used to mark simultaneous duration (SIDUR) between clauses, defined as ‘while $p$, $q$', where the conjunction signals that clause $p$ opens up a time interval for the whole or part(s) of which clause $q$ is true (e.g., Josh. 14.10; 1 Sam. 20.31). For a discussion of the subsenses of temporal interclausal relations, see Locatell (2020). For a crosslinguistic perspective and evidence for the categorial reality of these subsenses, see Kortmann (1997, 84–5, 181–93).
‘Today we known that the LORD is in our midst, in that you have not committed this unfaithfulness against the LORD.’ (Josh. 22.31; LXX διότι)

(11) הבַּהּ נֶֶּרְדוּ בָּהּ שֶׁהָשָׁמֶּרֶה בֵּן־שָׁמֶּר הָאֲשֶׁר לֹא יָמָּ֖שֶׂה שְׁפָּ֣תָהּ: ‘Come, let us go down and confuse their language, that they will not understand one another’s language.’ (Gen. 11.7; LXX ὅτα

(12) והָָּ֚בָּה נֵ ַֽרְּדִָּ֔ה וְנָּבְּלָ֥ה שֶָ֖ם שְּפָּתִָּ֑ם אֲשֶׁ֥ר לֶֹׁ֣א יִשְּמְּעִ֔ו אִֶ֖יש שְּפַ֥ת רֵעֵ הו׃ ‘And the corpse of Jezebel will be as dung on the face of the field in the portion of Jezreel so that they will not say “This is Jezebel.”’ (2 Kgs 9.37; LXX ὡστε)

(13) רָאָּא אֲנָּכי נָּתֶּנֶּה לְפָנֵיכֶֶׁם חֵיָּה בְּרָּכֶָּ֖ה וְכְלָּלָּ ה׃ אֲשֶׁר יִשְּמְּעִ֗ו אֶֶׁל־מִצְּות יְּהוֵָּ֣ה אֱל הֵיכִֶׁ֔ם אֲשֶׁ ר אָּנֹכִֶּ֛י מְצַוֶׁ֥ה אֶתְּכֶֶׁ֖ם הַיֶּם׃ וְהַקְּלָּלָּ ה אִם־לֹֹ֤וּת תִשְּמְּעִ֗ו אֶֶׁל־מִצְּות יְּהוֵָּ֣ה אֱל הֵיכִֶׁ֔ם... ‘See, I am setting before you today blessing and curse. The blessing, if you listen to the commandments of the LORD your God which I am commanding you today. And the curse, if you do not listen to the commandments of the LORD your God...’ (Deut. 11.26–28)

32 Notable here is the use of conditional אִם parallel to אֲשֶׁר. It is also worth noting that Tg. Onq. renders אֲשֶׁר here with אִם (not הֵן), despite the fact that Tg. Onq. and Tg. Neb. usually render these putative non-relative clauses with ד. The LXX renders this with ἐὰν, which is also commonly used to head conditional clauses.
3.4. בַאֲשֶׁר

The usage of בַאֲשֶׁר spans the locative and CCC semantic spaces of interclausal relations, the most common being the locative use. These uses include place ‘where(ever) p, q’ (14) and cause ‘because p, q’ (15).^33

(14) וַתֹֹ֤אמֶר רֻת אַל־תִפְּגְּעִי־בִִ֔י לְעָּזְּבֵֶ֖ךְ לָּשֶׁ֣וב מֵאַחֲרִָּ֑יִךְ כִַ֠י אֶׁל־אֲשֶֹׁ֨ר תֵלְּכִִ֜י אֵלִֵ֗ךְ וֵאלהֶַ֖יִךְ אֱלהָּ י׃

‘Then Ruth said, “Do not implore me to abandon you, to return from following after you. For wherever you go I will go and wherever you lodge I will lodge. Your people are my people and your God is my God.”’ (Ruth 1.16; LXX ὅπου ἐὰν)

(15) אֵינֶֹׁ֨נוּ גָּדִ֜ו לָּבַּ֣יִת הַזֶׁ֣ה מִמֶֹׁ֨נִי וְלֹ א־חֶָֽשַֹּ֤ךְ מִמֶֹׁ֨נִי מְּאִ֔ומָּה כִ֥י אִם־אותֶָ֖ךְ בַאֲשֶֶׁׁ֣ר אַתְּ־אִשְּתִ֑ו׃

‘There is no one in this house greater than me and he has not withheld anything from me except you, because you are his wife.’ (Gen. 39.9; LXX διὰ τὸ + infinitive; Tg. Onq. בּוֹדִיל)

3.5. כַאֲשֶׁר

The usage of כַאֲשֶׁר spans the modal, temporal, and CCC semantic spaces, with modal and temporal uses predominating. These

^33 For additional examples, see the following. **Locative:** Gen. 21.17 (with a nominal clause); Judg. 5.27; 17.8, 9; 1 Sam. 23.13; 2 Kgs 8.1; Ruth 1.17; Job 39.30. **Causal:** with nominal clauses, Gen. 39.23; Eccl. 8.4; with nominal and finite clause in parallel, Eccl. 7.2. We may also note this use in 4Q504 f4.5 = 4Q506 f31–32.11. The unusual, but ostensibly related, בָּשֶׁם in Gen. 6.3 may also be mentioned.
include modal ‘q, as p’ (16)–(17), temporal ‘when p, q’ (18), causal ‘because p, q’ (19), and conditional ‘if p, q’ (20) uses.34

(16) וַיַֹּ֤עַש֙ הָּרַע֙ בְּעֵינֵֶׁ֣י יְּהוִָּ֔ה כַאֲשֶׁ֥ר עָּשֶָּ֖ה מְנַשֶֶׁׁ֣ה אָּבִִ֑יו

‘And he did evil in the sight of the LORD as his father Manasseh did.’ (2 Chron. 33.22)

(17) וַיְּצַָ֞ו אֶׁת־אֲשֶֶׁׁ֣ר עַל־בֵיתוּ לֵאמֹר מַלֵָּ֞א אֶׁת־אַמְּתְחֹֹ֤ת הָּ אֲנָּשִים אִֹ֔כֶׁל כַאֲשֶׁ֥ר יוכְּלֶ֖ון שְּאִֵ֑ת

‘And he commanded the one who was over his house, “Fill the men’s sacks with food, as much as they are able to carry.”’ (Gen. 44.1; LXX ὅσα ἐὰν; Tg. Onq. כְּמָא דְ)

34 For additional examples, see the following. Modal: again, the interclausal relationship of ‘comparison’ in the modal semantic space can be broken up into various overlapping subsenses, including COMACC ‘q, as p’, Gen. 7.9, 16; 12.14; 40.22; 41.13; Exod. 12.28; Deut. 2.14; 11.25; 12.20; 26.19; Judg. 6.36, 37; 1 Sam 24.13; 1 Kgs 9.5; Jer. 26.11; Joel 2.32; Ps. 48.9; Comparison (COMPAR) ‘q, as (if) p’, where the comparison is usually, though not necessarily, hypothetical (Kortmann 1997, 88), 2 Sam. 16.23; Zech. 10.6; Job. 10.19; SIMIL ‘q, (in the same way) as p’, Gen. 8.21; 34.22; Exod. 2.14; 33.11; Lev. 4.21; 24.19, 20; Num. 11.12; Deut. 1.44; Judg. 1.7; 1 Sam. 15.33; 1 Kgs 9.2; 2 Kgs 21.13; Eccl. 5.14; Isa. 9.2; 20.3–4; Equative (EQUAT) ‘q, (to the same extent) as p’, Gen 44.1; Josh. 14.11; 1 Sam. 2.16; Ezek. 46.7; Zech. 8.13. See references in fn. 30 for more on these categories. Temporal: Gen. 18.33; 32.3; 40.14; 43.2; Exod. 17.11; Deut. 2.16; Josh. 2.7; Josh. 4.1, 11; 5.8; Judg. 3.18; 6.22; 1 Sam. 1.24; 6.6; 8.1, 6; 12.8; 24.1; 2 Sam. 12.21; Ps. 56.7; Neh. 5.6; 6.3; 7.1; Eccl. 4.17. Causal: Judg. 6.27; 2 Kgs 17.26; Mic. 3.4. 1 Sam. 28.18 seems at least to have a strong causal implication. See (37) below. Conditional: Exod. 10.10; Est. 4.16 (LXX ἐὰν).

35 Notable in this example (and other cases of כַאֲשֶׁר marking an equative interclausal relationship listed above) is that it employs only a standard
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(18) ‘And Jacob said **when** he saw them, “This is the camp of God.” And he called the name of the place Mahanaim.’ (Gen. 32.3)

(19) ‘And you will see it and you will be gathered to your people, also you, as your brother Aaron was gathered, **because** you rebelled against my word in the wilderness of Zin...’ (Num. 27.13–14; LXX διότι)

(20) ‘And may God Almighty give you mercy before the man so that he will send to you your other brother, Benjamin. As for me, **if** I am bereaved, I am bereaved.’ (Gen. 43.14)

3.6. כְּשׁ

The profile of כְּשׁ includes modal ‘*q*’ (21) and temporal ‘*when p, q*’ (22) uses. I have found only six cases of this form in marker. Equative constructions often employ a standard and a parameter marker, e.g., ‘You drive as well as I speak Chinese’, where ‘as well’ is the parameter and ‘as I speak Chinese’ is the standard. Haspelmath and Buchholz (1998, 295–97) note several languages that express such equative constructions with only a standard marker. This is typical of head-final, non-finite Eastern European languages. An exception is head-initial Balkan languages, which employ only a standard marker derived from a manner relative pronoun. This is similar to the situation with Hebrew כְּשׁ.
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Classical Hebrew, making analysis relatively difficult and provisional.  

(21) כַּאֲשֶָֽׁר יָּצָּא מִבֶּ֣טֶ֣ן אִמּ֖ו עָּרֶֽם יָּש֥וב לָלֶֶׁ֖כֶּת כְּשֶׁבִּ֑א 'As he came from his mother’s womb, naked he will return as he came.’ (Eccl. 5.14; LXX ὡς)

(22) וְגַם־בַּדֶּ֛ר כְּשֶׁהַסָכָ֥ל הֹלֵָּ֖ךְ לִבֵ֣ו חָסֵֹּ֑ר 'And even in the road when a fool is walking, his sense is lacking.’ (Eccl. 10.3; LXX ὅταν)

3.7. כי

The most polysemous adverbial conjunction in the Hebrew Bible is כִּי. Its profile includes uses spanning many subsenses of the temporal and CCC semantic spaces, with the causal sense being by far its most common use as an adverbial conjunction. These uses include temporal ‘when p, q’ (23), causal ‘because p, q’ (24), contingent (i.e., indefinite time) ‘whenever p, q’ (25), conditional ‘if p, q’ (26), concessive conditional ‘even if p, q’ (27), concessive ‘although p, q’ (28), result ‘q, so that p’ (29), purpose ‘q, in order that p’ (30), and contrastive ‘q, but p’ (31) uses.

(23) וְכָּל־יִשְרָּאֵ֖ל כִּי לֹּא־שָמֶַ֣ע הַמֶׁלֶךְ לָהֶּׁם וַיָּשִֶ֣יבו הָּעֶָּׁ֣ם אֶת־הַמֶֶׁׁ֣לֶׁךְ׀ לֵאמֹֹ֡ר מַה־לָּנו חֵֹ֨לֶׁק בְּדִָ֜וד וְלֹ א־נַחֲלֶָּׁ֣ה בְּבֶׁן־יִשַּׂ֗י אִֹ֤יש לְאֹהָּלֶֹׁ֨יך יִשְּרָּאִֵ֔ל עַתֵָּ֕ה רְּאֵ֥ה בֵיתְּךֶ֖ דָּוִִ֑יד וַיֵ֥לֶךְ כָּל־יִשְרָּאֵ֖ל לְאֹהָּלָּ יו׃

36 Also see similitative: Eccl. 12.7; comment/accord: 4Q397 f6–13.12; temporal: Eccl. 9.12; Sir. 30.12 (MS B 3r.3; Beentjes 1997, 54).

37 For additional examples, see the following: Temporal: Gen. 24.41; 31.49; Lev. 14.34–35; 19.33; Deut. 4.25–26; 18.9; Ps. 32.3; 1 Chron. 7:21. Causal: Gen. 50.19; Lev. 22.7; Ezek. 3.4–5; Ps. 3.8; 1 Chron.
‘And all Israel, when the king did not listen to them, the people replied to the king saying, “What share do we have in David?” and “We do not have an inheritance in the son of Jesse. Each man to his tent, O Israel. Now see to your own house, David.” Then all Israel went to their tents.’ (2 Chron. 10.16)\(^\text{38}\)

11.19. This is the most common use of כִּי and citations could be multiplied. **Contingent**: Gen. 4.12; Lev. 1.2; 2.1, 4; 4.2; 15.2, 16, 19; Lev. 19.5, 23; 22.21, 27, 29; 23.10; Ezek. 46.12; 2 Chron. 6.36. **Conditional**: Gen. 4.24; Lev. 13.51–54; 15.8, 25 (2x); Ezek. 3.19; Ps. 11.3; 2 Chron. 6.28 (4x). **Concessive conditional**: Isa. 1.15; Hos. 8.10; 9.16; Ps. 37.24; Lam. 3.8. **Concessive**: Gen. 31.37; 48.14; Jer. 51.53 (2x); Ezek. 2.6; 3.9; 11.16 (2x); 12.3; 32.25, 26, 27, 32; Ps. 21.12; 1 Chron. 5.2; 24.24. **Result**: Gen. 20.9; 40.15; Ps. 8.5 (2x); 1 Chron. 17.16; 29.14; 2 Chron. 32.14. This use also appears in epigraphic Hebrew at Lachish 2.4; 5.4; 6.3. **Purpose**: Gen. 29.32 (3x); Job. 3.12. **Contrastive**: Gen. 18.15; 21.7; 24.4; Exod. 4.10; 34.13; Deut. 4.26; 1 Kgs 21.15; Ezek. 10.11; 1 Chron. 29.1; 2 Chron. 8.9. Note again that while temporal כִּי spans many subsenses in the temporal semantic space, I provide only one example here for the sake of space. These subsenses, however, are represented in the semantic map provided below in Figure 5. As noted above, these subsenses are discussed in detail in Locatell (2020).

\(^{38}\)Note that there is a possible textual issue here when compared with the synoptic text in 1 Kgs 12.16, which has וַיּוְרָא כָּל־יִשְׂרָאֵל לֹ א־שָּׁמֶע הַמֶּלֶךְ אֲלֵיהֶם. Here, the clause clearly functions as a complement clause. However, whatever the source of the text in 2 Chron. 10.16, it still constitutes a valid use of language, even if not ‘original’. Additionally, the LXX supports this reading, as well as the causal implicature of the temporal clause, by rendering it with ἥτι (on which see the discussion of example (39) in §5.2 below). These readings are actually switched in Tg. Neb. and Tg. Ket. The Syr. of 2 Chron. 10.16 is identical to that of
Now, grant me wisdom and knowledge so that I may go out before this people and enter in. For who can rule this great people?’ (2 Chron. 1.10; LXX ὅτι)

Whenever they sin against you (for there is no one who does not sin) and you are angry with them and give them up before an enemy, and they take the captive to a land far or near . . .’ (2 Chron. 6.36; Tg. Ket. דכ)

Or if the raw flesh turns and changes to white, he will go to the priest.’ (Lev. 13.16, LXX ἐὰν)

Even if I walk through the valley of the shadow of death, I will not fear evil, for you are with me.’ (Ps. 23.4)

Although they have ventured evil against you, have devised a plot, they will not succeed.’ (Ps. 21.12)

1 Kgs 12.16 (וּמִּן חַלְּאֵל אָמַר). However, this could perhaps be understood as the result of the translator’s known penchant to draw on parallel passages in earlier books (Weitzman 1999, 79, 118).

39 The use of a focus particle like גַּם with a conditional is a typologically pervasive bridging context facilitating the development of concessive conditionals (Hасpelmath and König 1998, 620). Note that this collocation does not necessarily result in a concessive conditional meaning (e.g., Rut. 2.21, Prov. 22.6).
‘Then Abimelech said to Abraham, “What did you see so that you did this thing?”’ (Gen. 20.10)

‘And she said, “What will you give me in order that you may come in to me?”’ (Gen. 38.16)

‘And God said to Abraham, “As for Sarai your wife, you will not call here name Sarai, but Sarah will be her name.”’ (Gen. 17.15)

3.8. על אֲשֶׁר

The usage of על אֲשֶׁר spans the locative and CCC semantic spaces, with the causal use being most common. It is used to mark interclausal relations of place ‘where(ever) p, q’ (32) and cause ‘because p, q’ (33).40

‘You arrived yesterday and today will I make you go wander with us while I go wherever I go?’ (2 Sam. 15.20; LXX oὗ ἀν; Tg. Neb. לָאָתַר דָּ הַ לֵּבַחְתָּ וְהַ אִלּוֹתָ שָׁרָה בְּאֵשְׁרִים וּבְאֵנִי הֹלֶךְ)

For additional examples, see the following: Locative: 1 Kgs 18.12; Ezek. 1.20. Causal: Exod. 32.35; Num. 20.24; Deut. 29.24; 32.51 (2x); 1 Sam. 24.6; 2 Sam. 3.30; 6.8; 8.10; 1 Kgs 9.9; Jer. 16.11; 22.9; Ezek. 23.30; 35.15; Job 32.3; Est. 1.15; 8.7; 1 Chron. 13.10; 2 Chron. 7.22. However, as with the other multi-word forms discussed, it is important to note that לְעַל אֲשֶׁר do not always function together as a unit.

40
‘And the wrath of the LORD burned against Uzzah and he struck him because he reached out his hand on the Ark.’
(1 Chron. 13.10; LXX διὰ τοῦ + infinitive; Tg. Ket. - מַשָּׁה)

The above examples illustrate the usage profile of those adverbial conjunctions in Biblical Hebrew with relatively clear polysemy. They all span two or more of the basic semantic spaces of adverbial relationships, in overlapping but usually different ways. The question raised in this study is how these various uses may be organised conceptually and arranged diachronically in a semantic map. This is discussed in the next section, with some select examples illustrating the heuristic and predictive value of such an approach.

4.0. Generating Hypotheses with Diachronic Semantic Maps

The semantic map below organises the usage profiles of each adverbial conjunction treated above according to cross-linguistically pervasive polysemy patterns and paths of change as explained in §2.0 above.41 As discussed in §2.0, the heuristic

41 Cf. the typological map presented in Kortmann (1997, 210). Note that the typological data does not necessarily predict a direct extension from the modal use of כַּאֲשֶׁר to its causal use, though this is certainly compatible with the typological data. Rather, this direct line was drawn because a plausible bridging context was identified that may suggest such a path. This is discussed in §5.0 below. Alternatively, there may be bridging contexts connecting modal כַּאֲשֶׁר with the CCC domain. However, none were clearly identified in the course of this study, so the only path shown is modal > temporal > CCC.
value of such maps is to generate hypotheses about the possible conceptual relationships between uses, and which uses have served as sources and goals in language change. Here, I describe how the usage profiles of polysemous adverbial conjunctions in Biblical Hebrew map onto such semantic maps and the diachronic hypotheses this generates. In the following section, I will look at ways of corroborating these hypotheses by examining bridging contexts and cognate data.

The usage profile of each adverbial conjunction above is represented by different, (usually) directional arrows indicating direction of development. An enclosing box indicates when a usage profile includes all the subsenses in a given space or cluster (e.g., temporal space or cause and condition in the CCC space). In some cases, this somewhat defers the question of which subsenses served as the specific loci of extension into other spaces. Alternatively, a line extending into an enclosing box indicates usage of only the subsense with which it connects.
Figure 5: Semantic map of polysemous adverbial conjunctions in Biblical Hebrew

The benefit of this representation is that one can see paths between the four major semantic spaces as well as the similarities and differences between the profiles of each adverbial conjunction.\textsuperscript{42} However, in order to compensate for the lack of

\textsuperscript{42}The following definitions are from Kortmann (1997, 79–87). Terms and definitions for modal relations also draw upon Haspelmath and Buchholz (1998) and Treis and Vanhove (2017). \textbf{ANTE}: Anteriority, ‘after $p$, $q$', where clause $p$ simply precedes clause $q$ in time; \textbf{CAUSE}: Cause, ‘because $p$, $q$’, where clause $p$ identifies a cause, reason, or motivation for clause $q$; \textbf{COCON}: Concessive condition, ‘even if $p$, $q$’, where $q$ is true or will materialise for any value of a variable in $p$; \textbf{COMACC}: ‘$q$, as $p$’, where clause $q$ accords with some statement in $p$; \textbf{COMPAR}: ‘$q$, as
transparency, the table below is provided, which lists the various paths for each adverbial conjunction.

(if) \( p \)' where the comparison is usually, though not necessarily, hypothetical; CONC: Concession, ‘although \( p, q \)' where the general incompatibility of \( p \) and \( q \) are assumed background knowledge; COND: Condition, ‘if \( p, q \)' where clause \( p \) identifies the condition upon which clause \( q \) is, would be, or would have been true; CONTIN: Contingency, ‘in cases when \( p, q \)' or ‘whenever \( p, q \)' where at all times when clause \( p \) is true, clause \( q \) is also true; CONTRA: Contrast, ‘\( q \), whereas/but \( p \)' where clauses \( q \) and \( p \) may be used as arguments for different conclusions, though not necessarily inherently incompatible, as with concession; EQUAT: Equative, ‘\( q \), (to the same extent) as \( p \)' where the extent of \( q \) is equated to that of \( p \); IMANTE: Immediate anteriority, ‘as soon as \( p, q \)' where clause \( p \) immediately precedes clause \( q \); PLACE: Place, ‘where(ever) \( p, q \)' where \( p \) identifies a location (definite or indefinite) in which \( q \) takes place; PURPOSE: Purpose, ‘\( q \), in order that \( p \)' where \( p \) is an intended result or consequence of \( q \) that is yet to be achieved; RESULT: Result, ‘\( q \), so that \( p \)' where \( p \) expresses a (mostly factual and typically non-intended) result or consequence of \( q \); SICOEX: Simultaneity co-extensiveness, ‘as long as \( p, q \)' where clause \( p \) opens up a time interval for the whole of which clause \( q \) is true; SIDUR: Simultaneity duration, ‘while \( p, q \)' where clause \( p \) opens up a time interval for the whole or part(s) of which clause \( q \) is true; SIMIL: Similative, ‘\( q \), (in the same way) as \( p \)' where some aspect of situation \( q \) is described by comparing it to situation \( p \); SIOVER: Simultaneity overlap, ‘when \( p, q \)' where clause \( p \) overlaps with clause \( q \) in time. Note that these different semantic spaces include other subsenses excluded here because they have not been found used in these adverbial conjunctions.
Table 1: Grammaticalisation paths for each polysemous adverbial conjunction in Biblical Hebrew

<table>
<thead>
<tr>
<th>Form</th>
<th>Hypothesised Paths</th>
</tr>
</thead>
<tbody>
<tr>
<td>לע אש or לע אל</td>
<td>PLACE &gt; CAUSE</td>
</tr>
<tr>
<td>ובש or ב א</td>
<td>PLACE &gt; CAUSE; TEMPORAL &gt; COND; MODAL &gt; CAUSE</td>
</tr>
<tr>
<td>ב א or ב אש</td>
<td>TEMPORAL &gt; CCC; SIOVER &gt; CONTIN &gt; COND &gt; COCOND &gt; CONC; CAUSE &gt; PURPOSE/RESULT; CAUSE &gt; CONTRA; CAUSE &gt; COND</td>
</tr>
<tr>
<td>ק</td>
<td>TEMPORAL &gt; CCC; SIOVER &gt; CONTIN &gt; COND &gt; COCOND &gt; CONC; CAUSE &gt; PURPOSE/RESULT; CAUSE &gt; CONTRA; CAUSE &gt; COND</td>
</tr>
<tr>
<td>כ</td>
<td>SIMIL &gt; SIOVER</td>
</tr>
<tr>
<td>כי</td>
<td>TEMPORAL &gt; CCC; SIOVER &gt; CONTIN &gt; COND &gt; COCOND &gt; CONC; CAUSE &gt; PURPOSE/RESULT; CAUSE &gt; CONTRA; CAUSE &gt; COND</td>
</tr>
<tr>
<td>ואש</td>
<td>MODAL &gt; TEMPORAL &gt; CAUSE; TEMPORAL &gt; COND; MODAL &gt; CAUSE</td>
</tr>
<tr>
<td>ובש or וב אש</td>
<td>MODAL &gt; TEMPORAL &gt; CAUSE, COND, PURPOSE/RESULT</td>
</tr>
<tr>
<td>בתש or ב ת</td>
<td>CONTIN &gt; COND &gt; COCOND &gt; CONC</td>
</tr>
<tr>
<td>יאש or י אש</td>
<td>ANTE &gt; CAUSE</td>
</tr>
</tbody>
</table>

Considering Figure 5, we note the following broader observations. Certain semantic spaces in this map are ‘cut up’ to different degrees. For example, לע א ish and ובש both mark definite and indefinite place in the locative semantic space. By contrast, the temporal and CCC semantic spaces are ‘cut up’ quite

43 Note that in some cases, a broader semantic domain is listed in a path rather than a specific subsense (e.g., TEMPORAL > CAUSE, COND). In this case, it means some subsense(s) in the temporal semantic space developed both causal and conditional extensions. There is likely a more specific subsense of the temporal semantic space that is more likely to have developed into causal and conditional uses, respectively. However, which subsenses this may have involved is left unspecified. A larger study would pursue these details at a more fine-grained level.

44 There are, however, a variety of other locative relations, such as direction goal ‘whither’ (פִּשְׁת, e.g., Num. 33.54; Ezek. 1.12; Ruth 1.16) and direction source ‘whence’ (פִּשְׁת, e.g., Gen. 3.23; 24.5), which are not marked by לע א and ובש. For more on these other types of locative relations, see Kortmann (1997, 88–89, 193–94).
differently by the various other adverbial conjunctions. For example, אֲשֶׁר, כַאֲשֶׁר, and כִּי uses span several subsenses in the temporal space, while אַחֲרֵי אֲשֶׁר, בַּאֲשֶׁר, and עַל אֲשֶׁר are only seen to communicate a single subsense. Likewise, אַחֲרֵי אֲשֶׁר, בַּאֲשֶׁר, and עַל אֲשֶׁר have both conditional and causal uses. However, אֲשֶׁר intersects with only condition, while אַחֲרֵי אֲשֶׁר, בַּאֲשֶׁר, and עַל אֲשֶׁר intersect with only causation.

There are also multiple paths attested between the basic semantic spaces. The usage profiles of אֲשֶׁר and כַאֲשֶׁר both connect the temporal and CCC semantic spaces (particularly condition) via contingency (indefinite time), which is, of course, a typologically common bridge. However, אֲשֶׁר and כַאֲשֶׁר extend from the temporal to the CCC semantic space without the use of indefinite time. Likewise, the profile of אַחֲרֵי אֲשֶׁר suggests the extension from anteriority directly to causation. Both would be examples of the typologically pervasive tendency for temporal relations to invite causal inferences, leading to semantic extensions via the post hoc ergo propter hoc (‘after this, therefore because of this’) line of reasoning in which a causal relationship is inferred from sequence or overlap in time (Traugott and König 1991, 194–99). Thus, multiple developmental paths are available from the temporal to CCC semantic spaces.45 In accordance with the

45 As Givón (1991, 298) observes

...our old reductionist habits, of seeking single causes to complex linguistic events, single explanations to linguistic phenomena, or—in diachrony—single pathways for linguistic change, are inadequate and often misleading... contrary to old reductionist propensities, diachronic grammatical change is often complex, multi-causal and interactive.
typological picture presented in §2.0, this semantic map postulates diachronic development with CCC relations as the prototypical goal network. The only polysemous adverbial subordinator which does not have a use in the CCC space is כְּשֶׁ. ⁴⁶

5.0. Testing Hypotheses of the Semantic Map

In terms of heuristic value, the space between adjacent uses as they are arranged along this semantic map point to typologically plausible bridging contexts where semantic extension would have occurred. As discussed in §3.0 above, intermediate examples between these adjacent uses can then be examined to corroborate the prediction of the semantic map. Note that the goal here is not to find the very instances in which an extension originally took place. Rather, in the development of uses in the form ‘A > A/B > B’, all uses including the ‘A/B’ use in bridging contexts often persist side-by-side in layering, as presented in Figure 2 above. Uses in such bridging contexts will communicate sense ‘A’, but the context will also motivate an inference to sense ‘B’. Thus, identifying persistent ‘A/B’ uses can reveal the loci which initially facilitated a particular change, as well as the inferential processes which may have motivated it, even after the

Thus, this representation should not be seen as ruling out possible extensions from the modal directly to the CCC space. To be sure, the usage profiles suggest that the strongest affinities for extension would proceed MODAL > TEMPORAL > CCC. However, multiple sources are also likely. Recall Figure 3 above.

⁴⁶ Of course, with only six cases to consider, this may simply be due to its rarity.
change had already occurred, and possibly even after its ‘A’ source use had already died out. The following discussion presents representative examples of grammaticalisation paths between each major semantic space. I will consider possible bridging contexts for extensions from the modal, temporal, and locative semantic spaces, as well as bridging contexts for extensions within the CCC semantic space.

5.1. Extension from the Modal Semantic Space

The profile of כַאֲשֶׁר illustrates plausible bridging contexts in the paths of semantic extension from the modal semantic space to the temporal and CCC spaces, as seen in the following examples.

(34) SIMIL > SIOVER (‘as p, q’ > ‘when p, q’)

יָּגוֹרו׀יִצְּפִֹ֗ינוּ֥הֵ֭מָּהּעֲקֵבֶַ֣֔וּיִשְּמִֹ֑רוּכַַ֝אֲשִֶׁ֗רּקִו֥ו נַפְּשִ י׃

‘They attack, they lurk, they watch my steps as/while they seek to take my life.’ (Ps. 56.7; LXX καθάπερ; Tg. Ket. ייבמה -ד)

Here, the action in the main clause ‘they watch my steps’ is compared to that in the adverbial clause ‘they seek to take my life’. The aspect of the verbal ideas being compared seems to be their temporal frame of reference. The picture painted by the psalmist is that of the attentive gaze of his enemies continually on the lookout for an opportunity to take his life (cf. Tate 1998, 70). The LXX and Targum renderings of כַאֲשֶׁר here employ typically comparative conjunctions. However, there is clearly a

47 For other possible bridging contexts along these lines with כַאֲשֶׁר, see Eccl. 4.17; Neh. 5.6; 6.3.
temporal implicature. In such contexts, a simulative (i.e., comparative) conjunction can be reinterpreted as a temporal conjunction when it is comparing the timeframe, point in time, or temporal duration of the verb in the adverbial clause with that of the verb in the main clause.\footnote{Depending on the temporal idea being compared, this can be reinterpreted as a number of different temporal subsenses. For example, comparing temporal duration can facilitate an interpretation of simultaneous coextensiveness, while comparing points in time can facilitate an interpretation of simultaneous overlap. These temporal interpretations, in turn, can have varying propensities for developing subsequent extensions in the CCC domain (see further Locatell 2020).}

Perhaps an even clearer case of this bridging context can be seen in the following example.

(35) SIMIL > SIOVER (‘as \( p, q \)’ > ‘when \( p, q \)’)

וַיִּזְרַח הַשִֶׁמֶשֶׁ֔כָאָשֶׁ֖ר עָּבְרָאֶ֣ת פְּנַואִ֑ל עַל־יְרֵכֹ֖ו׃

‘And the sun rose as/while he passed Penuel (and he was limping because of his hip).’ (Gen. 32.32; LXX \( \eta \nu \iota \kappa \alpha \); Tg. Onq. רֶבַע; Syr. רַע)

Here, the durative process of the sun rising is compared to the durative process of Jacob physically traversing a particular location. This comparison of duration or temporal overlap invites the inference of a temporal relation between the main and adverbial clause. Such uses are bridges between distinctly modal uses, like example (16) above, and temporal uses, like example (18) above. Deutscher (2000, 39) notes the following example illustrating such a bridging context in the history of English as.
(36) ‘Thus pleyneth John as he gooth by the way’ (Canterbury Tales I.4114)

In this example, the temporal duration of John ‘complaining’ is compared with the temporal duration of him ‘going by the way’. This comparison invites a temporal inference that John complained ‘while’ he went by the way. In fact, this is one of the stages in the development of English as, which today has comparative, temporal, and also causal meanings.49 Such contexts invite a richer semantic interpretation. Such strengthening of informativeness is a type of metonymic extension from MODAL > TEMPORAL (cf. Traugott and König 1991, 207–12).50

Another plausible bridging context is from the modal to the CCC semantic space. This can be seen in the following example.

---

49 For example, it has been widely observed that English as originally came from the relative pronoun swá. This was later reinforced with all as all swá. Through unitisation and phonological reduction (hallmarks of grammaticalisation), this gradually progressed as follows: all swá > also > else > als > as. See Kortmann (1997, 315–19) and Haspelmath and Buchholz (1998, 292–93). In fact, the polysemy pattern of English as has considerable overlap with that of כַּאֲשֶׁר (e.g., as comparative, temporal, and causal). Examples from many other languages can be multiplied. In all, the study of Haspelmath and Buchholz is based on 47 different languages. For other cases of this polysemy pattern and pathway of development, see Heberlein (2011, 235–371), and Treis (2017, 133).

50 Hetterle (2015, 260–61) also notes the crosslinguistically pervasive occurrence of this polysemy pattern, though she proposes no mechanism for the semantic extension other than citing their “cognitive relatedness.”
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5.2. Extension from the Temporal Semantic Space

The major path from the temporal semantic space to the CCC semantic space can also be seen in plausible bridging contexts in

Cf. Num. 27.13–14 and Mic. 3.4. Also see Judg. 1.7; 15.11; 1 Sam. 15.33; Jer. 5.9; Zech. 7.3, in which the sense of כַּאֲשֶׁר is more clearly modal (with כֵּן rather than עַל כֵּן) and the causal implicature is not quite as strong, but still present.

52 For other examples of the relationship between these senses, see Kortmann (1997, 317–18) and Baños (2011, 212–14).
the data of Biblical Hebrew. I will consider by way of illustration the cases of אַחֲרֵי וּכְּ[57x564]ַאֲשֶּׁר, אֲשֶׁר, אֲשֶׁר and אֲשֶׁר אֲשֶׁר.

(38) ANTE > CAUSE (‘q, after p’ > ‘q, because p’)

לֹא־יוכֶַׁ֣ל בַעְּלֶָּׁ֣הּ הָּרִאשֶׁ֣ון אֲשֶׁ ר־שִַ֠לְּחָּהּ לָּשֹ֨וב לְּקַחְּתִָּ֜הּ לִהְּי ותָּדוּ לֶׁ֣ו לְאִשִָּ֗ה

אַחֲרֵי אֲשֶׁר הֻטַמִָּ֔אָּּהּ כִ י־תועֵבָּ֥ה הִֶ֖וא לִפְּנֵֶׁ֣י יְּהוִָּ֑ה...  

‘Her first husband who sent her away will not be able to take her again to be for him a wife, after/since she was defiled, for this is an abomination before the LORD…’ (Deut. 24.4)53

Here, the temporal relation between the main and adverbial clauses implies a causal relation. That is, ‘q, after p’ implies ‘q, because p’. This is facilitated by the post hoc ergo propter hoc inferential process mentioned in the previous section.54 This causal implicature is reinforced by the fact that the adverbial clause follows a volitive main clause, which constrains a reading in which the adverbial clause can be construed as the grounds for the main clause volitive. This is further reinforced by the following explicit causal clause. So, there are clear uses of אַחֲרֵי וּכְֶּשֶּׁר with a temporal meaning without a causal implicature, as in example (1); uses with a causal meaning in which a temporal reading is unnatural, as in example (2); and plausible bridging contexts where a temporal use has a causal implicature, as in (38).

A causal implicature can also be seen in the temporal uses of כְֶּשֶּׁר as in example (23) above, repeated here for convenience.

53 Cf. Josh. 7.8 (LXX ἐπεὶ; Tg. Onq. -ד).  
(39) SIOVER > CAUSE (‘when $p$, $q$’ > ‘because $p$, $q$’)

‘And all Israel, when/because the king did not listen to them, the people replied to the king saying, “What share do we have in David?” and “We do not have an inheritance in the son of Jesse. Each man to his tent, O Israel. Now see to your own house, David.” Then all Israel went to their tents.’

(2 Chron. 10.16; LXX ὅτι)

Here, ‘when the king did not listen’ implies ‘because the king did not listen’. In other words, temporal overlap of the king’s action and the people’s response clearly implies a causal relationship between them. The king’s action is the cause of the people’s response. In this case the precise inferential relationship is not post hoc ergo propter hoc, as with the anterior sense of אחריך איש 재 above, but rather ‘state$_1$ relevant to state$_2$’ (Traugott and König 1991, 197), which is to say temporal overlap > cause.

In addition to the semantic affinity between time and cause motivating a causal implicature from a temporal meaning, this example also illustrates bridging syntactic features which would facilitate semantic extension. Specifically, the position of the כי clause before the main clause fits the preference of temporal uses, but the use of the qatal conjugation, atypical of temporal

---

כִּי clauses\footnote{Bandstra (1982, 121; cf. Aejmelaeus 1993, 171–72).} facilitates the invited implicature of causation.\footnote{Causal כִּי clauses show a clear preference for position after the main clause, but do not show a strong preference for certain conjugations (cf. Bandstra 1982, 415).} The connection between temporal and causal כִּי was indeed recognised by Hebraists, such as Schoors (1981, 267), but was thought to be from causal to temporal, apparently based on intuition. This further highlights the heuristic value of semantic maps in predicting bridging contexts and their directionality.\footnote{See further Locatell (2020) for a discussion of the following paths of development for temporal כִּי: anteriority > causation; immediate anteriority > causation; simultaneous overlap > causation; simultaneous overlap > contingency > condition; simultaneous coextensiveness > condition.}

This same sort of bridging context as in example (39) can also be seen within the usage of כַָּ֔אֲשֶׁ֧ר. Consider the following example.

(40) SIOVER > CAUSE (‘when p, q’ > ‘because p, q’)

וַיְּהִֹ֡י כַאֲשֶֶׁ֣ר יָּרֵא אֶּׁת־בֵֹ֨ית אָּבִִ֜יו וְּאֶׁת־אַנְּשֵ֥י הָּעִֶ֛יר מֵעֲש֥ות יומֶָ֖ם وַיַ֥עַש לָּ יְּלָּה׃

‘And it came about, when/because he feared his father’s house and the men of the city to do it by day, he did it at night.’ (Judg. 6.27b; LXX ὡς; Tg. Neb. -ד; Syr. -ו; סִיִּ֣ם)\footnote{Cf. Neh. 4.1; 5.6; 6.16.}

Here, again, the temporal overlap between Gideon’s fear of going against the prevailing customs and carrying out his countercultural activities by night has a clear causal implicature. This is
reflected in various ancient versions, which render כַּאֲשֶׁר with forms that are also compatible with a causal reading.\textsuperscript{60}

The following example with אֲשֶׁר provides a final illustration of semantic extension from the temporal to the CCC semantic spaces among polysemous adverbial conjunctions in BH.

\begin{verbatim}
SIOVER > CONTIN > COND ('when p, q' > 'in cases when p, q' > 'if p, q')
\end{verbatim}

This example illustrates the typologically pervasive mid-point between time and condition—contingency. Here, no specific circumstance in particular is envisioned, but rather a general contingency. In such contexts, a temporal clause in definite time is construed as indefinite time. When this is certain to occur at

\textsuperscript{60} On the causal use of ὡς, see Muraoka (1964) and Cristofaro (1998). In fact, the usage profile of ὡς is very similar to that of כַּאֲשֶׁר and plausibly involves very similar paths of development (Locatell 2021).

\textsuperscript{61} A variant reading has דְי.

\textsuperscript{62} For other possible bridging contexts along these lines, cf. Lev. 6.20; Num. 5.29; Deut. 18.22; Josh. 4.21.
some point, as it seems to be in this case law, it yields a conditional sense. Note the statements in Lev. 4.2 (ט), 13 (א), and 27 (א) all employ clearly conditional conjunctions parallel with this use of אִם. The casuistic genre of the text reinforces this reading.

5.3. Extension from the Locative Semantic Space

Moving now to the locative semantic space, there was only one semantic extension observed—from place to cause. This was one of the more difficult extensions for which to find plausible bridging contexts, due to the fact that the locative space has the fewest polysemous adverbial conjunctions and to the fact that those it has are relatively rare. Consider the following example, repeated here from (15) for convenience, as an illustration of a possible bridging context.

(42) PLACE > CAUSE (‘where \( p, q \)’ > ‘because \( p, q \)’)

אֵין שֶר בֵּית הַסִּוהַר רֹאֶה אֶת־כָּל־מְאֹ֨ומָה בְּיָדִ֔ו באֲשֶׁ֥ר יְּהוָ֖ה אִתִ֑ו וַ אֲשֶׁ֥ר־הוּא עֹשֶֶׁ֖ה יְּהוָ֥ה מַצְּלִ יחַ׃

‘The captain of the prison did not pay attention to anything in his charge, in that/because the LORD was with him.’

(Gen. 39.23; LXX διὰ τὸ + infinitive; Tg. Onq. -בד; Syr. ܡܠܐ) 63

Here, the extension from place to cause seems to have been facilitated by the metaphor CONTAINMENT > CAUSATION, where being ‘within’ the situation, as expressed by the adverbial

63 Cf. Eccl. 7.2; 8.3–4; 4Q504 f4.5 = 4Q506 f131–32.11.
clause, is construed as being caused by that situation. However, here any locative meaning is completely metaphorical rather than concrete, as in the clear case of the locative use of this form in example (14) above. While there is very strong typological evidence for the unidirectionality of extension from place to cause (which has never been observed in the opposite direction), more and clearer examples would be needed to strengthen the case for this path of change in this particular instance. In light of this, it may be preferable to see the causal use of בַּאֲשֶָׁ֥ר not as an extension of the locative use of בַּאֲשֶָׁ֥ר, but rather as the combination of אֲשֶׁר with the causal use of prepositional בְ, allowing it to head finite clauses, a common path of development from preposition to adverbial conjunction.

In the case of the other polysemous locative conjunction, עַל אֲשֶׁר, there is a lack of plausible bridging contexts linking from a locative to causal sense. Additionally, it seems more likely (and simpler) that the causal use developed by licensing עַשָ as a causal

---

64 A LOCATIVE > CAUSAL path is noted in Kortmann (1997, 193–94) and Heine and Kuteva (2002, 200), but along different lines. Kortmann notes the path: place ‘where p, q’ > indefinite place ‘wherever p, q’ > contingency ‘whenever p, q’, which can then develop into condition ‘if p, q’. He also notes the path indefinite place ‘wherever p, q’ > concessive condition ‘even if p, q’. Heine and Kuteva note the path LOCATIVE > CAUSE with prepositions.


66 But note the observation by Givón on multiple sources for semantic extension cited above in fn. 45.

67 See references cited in fn. 25. For examples of -ב as a causal preposition, see Gen. 18.28; Zech. 9.11; Dan. 10.12. See further HALOT (105).
preposition to head finite clauses with the addition of אֲשֶׁר.\textsuperscript{68} As mentioned above, the polysemy pattern of adverbial conjunctions involving locative and causal senses is universally attested to proceed from the former to the latter. However, in this case the causal sense of the collocation does not seem to have developed from the locative use of the collocation, but from its use as a causal preposition.\textsuperscript{69} Nevertheless, it is important to note that this is still compatible with the observation of unidirectionality from ‘locative’ to ‘causal’. In this case, it simply seems to have occurred at another location on the category continuum presented above in Figure 4.\textsuperscript{70}

5.4. Extension within the CCC (Cause, Condition, Concession, etc.) Semantic Space

Coming now to the prototypical goal network in the development of interclausal relations, the CCC semantic space is the most internally complex, with several paths of development between its members. The following examples of אִם and כֹּל illustrate several plausible bridging contexts within the CCC semantic space.

\textsuperscript{68} The fuller construction אֲשֶׁר עַל־דְּבַר was perhaps part of this development (e.g., Deut. 22.24; 23.5; 2 Sam. 13.2).

\textsuperscript{69} This does not seem to have been the case with אַחֲרֵי and -ְּכ, since their prepositional forms do not show a causal sense like that of prepositional עַל. However, as noted above, this may also have been the case with -ְּב.

\textsuperscript{70} Additionally, as mentioned with above, עַל has also developed the ability to head finite clauses as a causal conjunction by itself without the help of אֲשֶׁר. See for example, Gen. 31.20; Ps. 119.136, cited in HALOT (827).
space which accord with the diachronic hypotheses generated using the semantic map presented in §4.0 above.

(43) CONTIN > COND (‘whenever $p$, $q$’ > ‘if $p$, $q$’)

וְּהָּיֶָּ֖ה אִם־זָּרֶַ֣ע יִשְּרָּאִֵ֑ל וְּעָּלָֹ֨ה מִדְּיָּ ַֽן וַ עֲמָּ֨לֵֶּ֛ק וְבְּנֵי־קֶֶׁ֖דֶ׍ם וְּעָּל֥ו עָּל֥ו יו׃

‘Now, it happened that whenever/if Israel would plant seed, then the Midianites and Amalekites and the sons of the East would come up against them.’ (Judg. 6.3; LXX ὅταν; Tg. Neb. ז; Syr. -נ)

(44) COND > COCOND > CON (‘if $p$, $q$’ > ‘even if $p$, $q$’ > ‘although $p$, $q$’)

וְּרָּאִיתִי אֶׁת־כָּל־מַעֲשֵֶׁ֣ה הָּאֱלהִים כִּי לֹֹ֨א יוכִַ֜ל הָּאָּדִָּ֗ם לִמְּצוא אֶׁת־הַ מַעֲשֶׁה אֲשֶֶׁׁ֣ר נַעֲשֶָּׁ֣ה תַ חַת־הַשִֶׁ֔מֶׁש בְַ֖֠שֶׁל אֲשֶֹׁ֨ר יַעֲמֹ ל הָּאָּדֶָּּ֛֖ם לְבַקֵֶ֖֔ש وְּלֶֹ֣ׄא יִמְּצִָּ֑א וְגַֹ֨ם אִם־יֹאמַֹ֤ר הֶׁ חָּכָּם לָּדִַ֔עַת לֹ֥א יוכֶַ֖֔ל לִמְּצ או׃

‘And I saw every work of God, that man is not able to discover the work which is wrought under the sun. Although man toils to seek it, he will not discover it. And even if/although a wise man says he knows, he will not be able to find it.’ (Eccl. 8.17)

These examples illustrate typologically common bridging contexts that facilitate the path: contingency > condition > concessive condition > concessive. Beginning with contingency in example (43), the interclausal relationship does not simply state a hypothetical condition. Rather, it presents as actual events an ongoing situation in which Israel’s agricultural activity temporally coincided with Midianite campaigns against Israel in a contingent way, such that whenever Israel attempted planting, this would be disrupted. Indefinite time is closely related to condition and crosslinguistically is a common source for it. Thus,
intermediate uses between these senses invite a conditional implicature and are not always easily distinguishable.

Example (44) illustrates the development from conditional to concessive via concessive conditional. Here, conditional אִם invites the implicature ‘although’. The reason for the semantic affinity between these senses is due to the following elements of conceptual overlap. Conditional relations essentially involve hypothetical causation and thus do not typically entail the reality or certainty of the conditional clause, as in (45). Concessive relations are essentially unrealised or negated causal relations that would otherwise be typically expected and typically do assume the reality of the clauses, as in (46). Thus, in order for a conditional to develop a concessive meaning, it must acquire the implicatures that both clauses are factual and generally incompatible. Therefore, when a conditional conjunction is used in a context where the main clause is explicitly negated or the clauses are thought to be generally incompatible, this yields a concessive conditional interpretation, as in (47). When a concessive conditional relation is used in a context where the clauses are assumed to be factual, this yields a concessive reading, as in (48).

(45) If I could easily afford it, I would buy a mansion.
(46) Although I can easily afford it, I would not buy a mansion.
(47) (Even) if I could easily afford it, I would not buy a mansion.
(48) Even if/although I cannot afford it, I would buy a mansion.

These same elements are precisely what is seen with אִם in (44). Generally speaking, when a wise man says he knows something, this is expected to be the case. However, this expected causal relation is negated in the main clause, yielding a concessive conditional. This is reinforced by the use of גַם. The use of such scalar focus particles is common with concessive conditionals. If this situation is construed as not merely potential, but actual, it yields a concessive interpretation.

(49) COND > COCOND > CON (‘if p, q’ > ‘even if p, q’ > ‘although p, q’)

‘And when you spread your hands, I will hide my eyes from you. Even if/although you multiply prayer, I will not listen.’ (Isa. 1.15; LXX ἐὰν; Syr. אֵֽמָּ֣ה)

This same bridging context of concessive condition between condition and concession is also is seen in uses of כִּי, illustrated here with example (49). The hypothetical causal relation (i.e., the condition) that prayer will result in favour from God is negated, yielding a concessive conditional reading reinforced by גַם. If these statements are construed as true, and not simply hypothetical, then it invites a purely concessive reading, which would be the case especially when the adverbial clause is past-oriented and looking back on actual events. Thus, examples like (49) serve as a mid-point between completely conditional cases, like example (26) above, and completely

72 Cf. Hos. 8.10; 9.16; Lam. 3.8.
concessive cases, like (28), where כִּי communicates a concessive meaning by itself without גַם.

Less common among the developments within the CCC semantic space is the path from cause to concession, as seen in the following example with כִּי.

(50) CAUSE > CONCESSION (‘because p, q’ > ‘although p, q’)

לֹ א־תִירָֹּּ֤א אתָּם וְּלֹא־תֵחֶַׁ֣ת מִפְּנֵיהִֶׁ֔ם כִֶּ֛י בֵ ית־מְּרִֶ֖י הֵ מָּה׃

‘Do not fear them or be dismayed before them, because/although they are a rebellious house.’ (Ezek. 3.9b)

Here, a causal interclausal relation with broad-scope negation can be reinterpreted as a concessive interclausal relation with narrow-scope negation. König and Siemund (2000, 344) provide the following examples showing the mechanism for this reanalysis.

(51) / The house is no less comfortable because it dispenses with AIR-conditioning. /

(52) / The house is no LESS comfortable / although it dispenses with AIR-conditioning. /

In the first utterance, both clauses are spoken as a single tone group with the nuclear accent on ‘air’. In this case, the scope of the negator in the main clause extends over the adverbial clause as well. This results in negated causation, which again is conceptually identical to concession. In such contexts, the

73 Cf. Gen. 8.21.

74 Cf. Hilpert (2005). Capitalisation indicates the nuclear accent of the tone group delimited by the forward slashes.
adverbial clause is equivalent to a concessive clause, where the scope of negation is confined to the main clause and where each clause is a separate tone group with its own nuclear accent, as in the second utterance. This same bridging context in Ezek. 3.9 provides the means for causal כִּי to invite such a concessive implicature.75

5.5. Comparative Support

When available, comparative data on cognate forms in related languages can help confirm and modify (as well as falsify) the hypotheses generated by semantic maps like that presented in §4.0. For example, some of the developmental paths of כִּי and או presented above can be considered by way of illustration. So far, only attested uses have been discussed. However, diachronic semantic maps can also generate hypotheses of the sources of attested senses, even when those putatively original uses are themselves unattested in the available date. Consider again the portion of the map filled by כִּי. Comparing כִּי to adverbial conjunctions with similar profiles suggests that its temporal use, while arguably the oldest attested use (both on typological and textual grounds76), initially arose from an earlier comparative

75 For a discussion of the following paths of development for כִּי within the CCC semantic space not treated here, see Locatell (2017, 243–63): COND > COCOND > CONC; CAUSE > PURPOSE/RESULT; CAUSE > CONTRA.

76 For example, temporal כִּי is found in the earliest strata of the language in the Archaic Hebrew of Deut. 32.36, which is dated as early as the pre-monarchal period of Israel, ca. eleventh century B.C.E. (Sanders 1996).
use. Indeed, the fact that its cognate in earlier Semitic languages can function as a modal adverbial conjunction (e.g., communicating similarity and manner), such as Akkadian \( kî \) (CAD K, 319b–20a; Ahw, 469b; GAG, 211) and Ugaritic \( k(y) \) (DULAT, 418–19), suggests that this is the correct diachronic reconstruction.\(^{77}\)

A similar observation can be made about \( אִם \). The fact that it is found marking contingent (i.e., ‘whenever \( p, q \)’) interclausal relations, the prototypical bridge between temporal and conditional uses in the semantic map, suggests that it may have had an earlier use within the definite time senses of the temporal semantic space. Comparative evidence supports this hypothesis. For example, Phoenician \( ʾm \) is used in the sense of ‘when’ (Krahmalkov 2001, 266)\(^{78}\) and Ugaritic \( hn \) is used to communicate immediate anteriority ‘as soon as \( p, q \)’ (DULAT 335–36), e.g., KTU 2.87:20. As for the bridge between condition and concession via concessive condition reinforced with a focus particle—this is also seen with Phoenician \( אֵם אִם \) (see Segert 1976, 262).

Semantic maps also have strong implications in the opposite direction, that is in terms of subsequent development. For example, as Kortmann (2001, 849) observes, “The CCC network is always a goal domain of semantic change, with Concession as the absolute endpoint.” That is, concession is consistently a late and terminal point in the development of

\(^{77}\) Also see the modal uses of \( kî \), alone and with various affixes, in so-called Amarna Canaanite (Rainey 1996, 137–43).

\(^{78}\) This sense, however, is not mentioned in Friedrich and Röllig (1999).
interclausal relations (cf. König 1985, 263–64; Haspelmath and König 1998, 620). Therefore, as portrayed in the above semantic map, the concessive use of כִּי is expected to have been a late development relative to the other interclausal relations it is found to communicate. Evidence that this reconstruction is correct comes from the fact that while Akkadian ʾkī developed comparative, temporal, causal, and conditional adverbial uses, it did not develop a concessive use (Bandstra 1982, 402–5). A similar situation holds for Ugaritic ʾk(y) (DULAT, 417). This all makes typological sense in light of the fact that concession is the endpoint of semantic development within the CCC semantic space. Thus, it is expected to develop late, if at all.

In fact, evidence from Akkadian ʾkī is instructive for the whole development from the modal semantic space to the temporal and then CCC, since modal and temporal ʾkī already appeared in Old Akkadian, while causal ʾkī only appeared in Middle and Late Babylonian (Lipiński 1997, 527; cf. Gelb 1957, 136–37; Hasselbach 2005, 173). Similarly, conditional ʾkī only appeared in Late Babylonian (Miller and Ship 1996, 36). This is summarised in the following table.

Table 2: Emergence of adverbial ʾkī in Akkadian

<table>
<thead>
<tr>
<th>Old Akkadian</th>
<th>Middle/Late Babylonian</th>
<th>Late Babylonian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparative</td>
<td>Comparative</td>
<td>Comparative</td>
</tr>
<tr>
<td>Temporal</td>
<td>Temporal</td>
<td>Temporal</td>
</tr>
<tr>
<td></td>
<td>Causal</td>
<td>Causal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conditional</td>
</tr>
</tbody>
</table>
As mentioned above, kī in Akkadian never developed a concessive use. This also supports the hypothesis suggested by the diachronic semantic map in Figure 3 that concessive כִּי was the last of its adverbial senses to develop. Cases where such comparative evidence exists to corroborate reconstruction based on diachronic semantic maps suggests that they are relatively reliable, at least for making plausible hypotheses, even when only synchronic data is available. The more robustly attested the grammaticalisation path in a diachronic semantic map, the more plausible the hypotheses it generates. In the case of universally attested and uncontroversially unidirectional grammaticalisation paths, the hypotheses generated by diachronic semantic maps involving such paths constitute strong evidence in their own right.

6.0. Conclusion

This article has attempted to shed some light on adverbial conjunctions in the Hebrew Bible, a relatively understudied word class. The focus has been on polysemous adverbial conjunctions—the conceptual relationship between their different senses, the diachronic organisation of their uses as sources and goals of semantic extension relative to one another, and the inferential processes that facilitated their development. As such, this study has employed diachronic semantic maps in order to generate hypotheses along these lines and test them against corpus data and comparative evidence where available. This has proceeded with the following methodological steps: (1) construct a usage profile of the form(s) in question, (2)
heuristically employ diachronic semantic maps to generate hypotheses about the conceptual and diachronic organisation of uses, (3) test these hypotheses by examining corpus data for plausible bridging contexts, (4) compare these results to comparative data where available. With this procedure, this study has shown that the usage profile of polysemous adverbial conjunctions in the Hebrew Bible indeed fill a contiguous portion of diachronic semantic maps based on well-documented polysemy patterns and historical developments across many languages, as visualised in Figures 3 and 5 and discussed in §4.0. This hypothesised diachronic organisation was tested in §5.0 by examining the corpus data for bridging contexts of selected paths and analysing them for possible inferential processes responsible for the semantic extensions. In the majority of cases, the hypothesised diachronic developments found strong support in corpus data. Examples of available cognate data were also shown to aid in this analysis, and in this case support the proposed reconstruction. In the case of בַּאֲשֶׁר, the hypothesised path was found to be plausible. However, due to relatively sparse data, a mutually compatible (and perhaps more likely) alternate explanation was also offered. In the case of עַל אֲשֶׁר, the data did not yield plausible bridging contexts between its locative and causal senses as an adverbial conjunction. Rather, the extension seemed to have already taken place within its function as a preposition.

79 There should, of course, be occasional returns to previous steps as hypotheses become refined in the process.
More broadly, the picture that emerges from this study is that diachronic semantic maps, when based on robust cross-linguistic polysemy patterns and directly observable historical developments, generate plausible hypotheses about the conceptual relation and diachronic organisation of the different uses of linguistic forms, in this case adverbial conjunctions in the Hebrew Bible. Even when only relatively synchronic material is available, typologically robust diachronic semantic maps can point to plausible reconstructions of a form’s developmental history from earliest use to most recently developed and suggest where to look for the most likely bridging contexts and inferential processes that facilitated semantic extension.
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DIFFERENTIATING LEFT DISLOCATION CONSTRUCTIONS IN BIBLICAL HEBREW

Cynthia L. Miller-Naudé and Jacobus A. Naudé

1.0. Introduction

Left dislocation (as opposed to topicalisation) involves a constituent that occurs outside of the left edge of the sentence boundary and has resumption within the sentence. Characteristic features of left dislocation include the following (Alexiadou 2006, 668–71): (1) a referential constituent is dislocated and precedes a matrix sentence and is accompanied by a separate intonation contour; (2) an alternative position for the dislocated constituent exists within the matrix sentence, which is filled by an anaphoric, coreferential resumptive element; and (3) the matrix sentence is considered to be ‘about’ the left dislocated element (the ‘aboutness requirement’).

1 This work is based on research supported in part by the National Research Foundation of South Africa (Cynthia L. Miller-Naudé UID 95926 and Jacobus A. Naudé UID 85902). The grantholders acknowledge that opinions, findings, and conclusions or recommendations expressed in any publication generated by the NRF-supported research are those of the authors, and that the NRF accepts no liability whatsoever in this regard.
Crosslinguistically, left dislocation constructions exhibit considerable syntactic variation. In our previous publications (especially, Naudé 1990 and Miller-Naudé and Naudé 2019) syntactic variation within left dislocation was noted, but not analysed. In this chapter, the types of left dislocation in Biblical Hebrew will be differentiated on the basis of the following three considerations. The first relates to the grammatical features of the coreferential resumptive element (Oosthuizen 2016). The second concerns the relationship of the left dislocated constituent to the resumptive element, especially with respect to case agreement. The third relates to the relationship of the sentence involving left dislocation to the broader syntactic context. By considering these questions within the context of contemporary linguistic

---

2 See, for example, Ben-Horin (1976); Gross (1987); Khan (1988); (2016); Anangnostopoulou (1997); Anangnostopoulou, Van Riemsdijk, and Zwarts (1997); Rizzi (1997); Alexopoulou, Doron, and Heycock (2004); Alexiadou (2006); Korchin (2015); López (2016).

3 In a future article we consider the kind of intonational breaks between the dislocated constituent and the matrix sentence for each type of left dislocation, insofar as they can be determined in the Masoretic system of accents. For a prosodic account for differentiating left-dislocated and tripartite verbless clauses in Biblical Hebrew, see Naudé and Miller-Naudé (2017). For a prosodic account of the Masoretic accents and a preliminary examination of the intonational break in left dislocation and other constructions exhibiting the syntax-phonology interface, see Pitcher (2020, 241–358).

4 An additional type of left dislocation which is distinct from clitic left dislocation—broad subject—has been identified for Modern Hebrew (Alexopoulou, Doron and Heycock 2004; Doron and Heycock 2010), although the category has been disputed (Landau 2009).
theory we can determine in a more precise and principled way the kinds of left dislocation constructions that are differentiated in Biblical Hebrew and their essential characteristics.⁵

2.0. Topicalisation and Left Dislocation

Preparatory to the following discussion, we briefly summarise some of the ways in which the syntactic constructions topicalisation (or fronting) and left dislocation differ from one another. Although topicalisation and left dislocation have been differentiated in linguistic analyses of Biblical Hebrew,⁶ an alternative position considers the two to be varieties of ‘fronting’, which optionally exhibits resumption.⁷

The following verse provides contrastive examples of left dislocation and topicalisation in adjacent sentences.

(1) כָּל־הַב ֵ֣ן הַיִּלּ֗וֹד הַיְא ֹ֙רָּהֹ֙֙ תַשְלִּיכ ֻ֔הו֙ וְכָּל־הַבַַ֖ת תְחַיּֽון׃
‘Every son that is born, into the Nile you will throw him, but every daughter you will allow to live every daughter’ (Exod. 1.22)

Topicalisation involves a constituent that is moved to the very beginning of the sentence. In the second sentence in (1) the object (‘every daughter’) is topicalised before the verb; it has been

⁵ Throughout we use representative examples of the syntactic phenomena discussed rather than comprehensive lists.

⁶ Naudé (1990; 1994a; 1994b; 1999); Holmstedt (2014); see also Shlonsky (2014).

⁷ Westbury (2014; 2016); see Van der Merwe, Naudé, and Kroeze (2017, 510–18) for a description of both positions.
moved from its unmarked position after the verb in the sentence.\(^8\)
A zero trace marks the location where the constituent originally occurred in the sentence; this is indicated by the small subscripted type.\(^9\) What is important is that the object constituent remains inside the sentence, although it has been moved to initial position within the sentence. It is for this reason that there is no resumption of the constituent in its original position in the sentence—the topicalised constituent is required to complete the sentence. By contrast, in the first sentence in (1), the object constituent (‘every son that is born’) is left dislocated—it occurs outside of the sentence and has a coreferential resumptive element (also called a ‘correlate’, see López 2016) that occurs within the sentence, viz. the object suffix on the verb (‘him’). The matrix sentence ‘you will throw him’ (consisting of a verb and its object suffix) is a fully-formed predication apart from the dislocated constituent.

In the first sentence in (1), the resumptive element of the dislocated constituent occurs in situ, that is, in the normal position after the verb that the constituent would have had within

\(^8\) We understand Biblical Hebrew to exhibit unmarked word order of VSO (verb-subject-object) followed by other adjuncts (Naudé 1994b), although theoretically underlying word order in generative grammar is SVO. As a result, topicalisation may involve any non-verbal constituent occurring before the verb without a resumptive element. Multiple instances of topicalisation may occur within a sentence (e.g., Gen. 17.6, in which both the subject and a prepositional phrase are topicalised).

\(^9\) The object regularly follows this verb, either with (Exod. 1.17) or without (Num. 31.15) the definite object marker. For another example of the topicalised object preceding this verb, see Gen. 12.12.
the sentence without dislocation. However, it is also possible for the resumptive element itself to be topicalised within the matrix sentence so that it occurs at the beginning of the matrix sentence:

\[
\text{The Lord of hosts, him you will regard him as holy.} \quad (\text{Isa. 8.13})
\]

The object noun phrase (NP) (‘the Lord of hosts’) is dislocated. Its resumptive element (‘him’) is topicalised (moved to the beginning of the matrix sentence); semantically, it conveys contrastive focus.

The sentence boundary between the left dislocated constituent and the matrix sentence can be detected on the basis of the appearance of the following items at the sentence boundary: a parenthetical element, a quotative frame, a consecutive verb

---

10 For representative examples of the unmarked order of the object occurring after this verb, see Gen. 21.15 (for an NP object) and Gen. 37.22 (for an independent pronominal object). For topicalisation of the object constituent with this verb, see 1 Kgs 14.9.

11 For example, in Num. 14.24, the dislocated NP ‘and my servant Caleb’ is separated from the matrix sentence by a parenthetical sentence ‘because another spirit is within him and he has followed after me’. The separation of the dislocated element and the parenthetical sentences is also indicated by the fact that the matrix sentence begins with a consecutive verb with an objective suffix, which serves as the resumptive element (‘I will bring him’): \(\text{Josh} \text{ Caleb would have expected his servant Caleb would have expected his servant Caleb to inherit the land that he has entered and his offspring will inherit it.}

12 For example, in Gen. 3.3, the quotative frame ‘God said’ intervenes between the dislocated prepositional phrase \(\text{Josh} \text{ Caleb would have expected his servant Caleb would have expected his servant Caleb to inherit the land that he has entered and his offspring will inherit it.} \)
form, and an interrogative. The fact that a topicalised constituent remains within the left boundary of the sentence, whereas a left dislocated constituent occurs outside of the left boundary, results in two additional syntactic features useful for categorising the two types of constructions.

First, the topicalised constituent has the same form that it would have in its unmarked position within the sentence, especially with respect to case marking (Naudé 1990, 126). This is especially evident with respect to the various ways in which the object may be marked—with the definite object marker (3a), as a definite NP without the definite object marker (3b), an indefinite object (3c), or a prepositional complement (3d):

(3a) אֶת־קַלּוֹתָּךְ שָמַַּ֖עְתִּי בַגָָָּּ֑֑֙֙
‘Your voice I heard your voice in the garden.’ (Gen. 3.10)

(3b) וְעֶרְוַת אֲבִּיהֶַ֖ם לָא רָּאּֽו֙
‘And the nakedness of their father they did not see the nakedness of their father’ (Gen. 9.23)

and its resumption as a pronominal suffix on a preposition (בְּתוֹךְ־הַגָּן) and its resumption as a pronominal suffix on a preposition (בְּתוֹךְ־הַגָּן)

For example, in Exod. 12.15, the matrix sentence begins with a perfect consecutive verb (וְנִּכְרְתָָּ֞ה):כִֵּּ֣י׀

For every one who eats leavened bread, that person will be cut off from Israel.’

For example, in Job 38.29, the interrogative marker (מִֵּּ֣י) intervenes between the dislocated NP (כְפֶרֶגְעַּ֣דֶּמִּים) and the matrix sentence (וֹ ּֽיְלָּד):יְלָּדּֽוֹ

‘and the frost of heaven, who bore it?’
As is described below, the question of the case of the dislocated constituent in left dislocation constructions serves as a diagnostic tool for differentiating various types.

Second, topicalisation and left dislocation are differentiated with respect to negation (see Miller-Naudé and Naudé 2019). To name just one example, topicalised constituents may exhibit negation of the topicalised constituent apart from the matrix sentence as a whole when the negative marker precedes the topicalised constituent. In (4a) negation extends only to the prepositional phrase and not to the predication as a whole:

\[
\text{לֹֹ֤א ב גְּבֹ֣ורַת הַס֣וס יֶחְפִָּ֑ץ}
\]

‘Not i

\[
\text{בָּגְבֹ֣וֹרַת הַס֣וס יֶחְפִָּ֑ץ}
\]

not in the strength of a horse’ (Ps. 147:10)

By contrast, left dislocated constituents cannot be negated apart from their matrix sentence.\(^\text{15}\) As illustrated in (4b), both a topicalised constituent (first poetic line) and a left dislocated constituent (second poetic line) may precede the negative marker that negates the entire sentence:

\[
\text{לֹֹ֤א ב גְּבֹ֣וֹרַת הַס֣וס יֶחְפִָּ֑ץ}
\]

‘Not i

\[
\text{בָּגְבֹ֣וֹרַת הַס֣וס יֶחְפִָּ֑ץ}
\]

not in the strength of a horse’ (Ps. 147:10)

---

\(^{15}\) Negation with the interrogative marker and אָל, viz., אָלָל, is a special case; see Snyman and Naudé (2003) and Miller-Naudé and Naudé (2019).
לכֹּ֙סֶףֹ֙֙ / וְזָּהַָּ֖ב לֵּ֣א יַחְשֻּׁ֣בוֹ / וְזָּהַָּ֖ב לֵ אֶ֙יַּחְפְּצוּֽוֹ

‘Silver they do not regard / and gold they do not delight in it.’ (Isa. 13.17)

This difference in the possibility of constituent negation of topi- calised constituents as opposed to left dislocated constructions is a direct result of their respective syntactic structures—the topi- calised constituent remains within the matrix sentence, whereas the dislocated constituent is outside the left boundary of the ma- trix sentence.

3.0. Types of Left Dislocation in Biblical Hebrew

3.1. Clitic Left Dislocation

The first type of left dislocation in Biblical Hebrew involves a dislocated constituent that exhibits case agreement with its re- sumptive,16 and the resumptive is a pronominal clitic:

(5) אֲנַחַּֽתָּוָּו כְּאֶת־תְּמוּנָתֲּוָּו אֵַ֣תְ֙נָּשֲׁאַיְֹתְּוָּו

‘Your wickedness and your abominations, you bear them.’

(Ezek. 16.58)

The dislocated NP is explicitly marked as the definite object with the definite object marker and its resumptive within the matrix sentence is an pronominal object suffix on the verb. Because the resumptive is a pronominal clitic, this kind of left dislocation has been called ‘clitic left dislocation’.

16 Case agreement is used in the sense of abstract case marking within generative linguistics. Abstract case is assigned structurally, regardless of whether or not a language has morphologically realised case.
Clitic left dislocation may involve an object NP (as in [5]) or a subject NP (as in [6]):

(6) וַאֲנִּּ֗י ההִּ֙נִּ֤י יְשַׁבּ בְּמִצְפָּ֔ה

‘And I, behold I will dwell at Mizpah.’ (Jer. 40.10)

The dislocated subject pronoun is separated from the matrix sentence by the presentative הִ֙נִּי ‘behold’. The subject is resumed with the pronominal subject suffix on the presentative.

Clitic left dislocation may involve a prepositional phrase (PP) (as in [7]), where the dislocated PP contains a relative clause and the resumptive is topicalised:

(7) ובְעַוְלָ֥ו אֲשֶׁ֨ר—עָשָ֖ה בָ֥וֹ יָמַֽת

‘And in his injustice which he has done, in it he will die in it.’ (Ezek. 33.13)\(^\text{17}\)

In Biblical Hebrew, clitic left dislocation, unlike topicalisation, can involve a resumptive element that crosses subordinate sentence boundaries. In (8), the pronominal resumptive is embedded within an infinitival complement clause:

(8) וְאֶת־הַיְבֹעֵסִי֙֔ יוֹשֵׁבְּיַֽיְרֹשְׁלַֽם לֹא־יָכְל וּבְנֵי־יֵֽהוֹדָּ֔ה לְהֹרִּישָּ֑ם

‘But the Jebusites, the inhabitants of Jerusalem—the sons of Judah were not able to drive them out.’ (Josh. 15.63)

\(^{17}\) See also 2 Sam. 6.23.
Crosslinguistically, clitic left dislocation constructions are usually sensitive to ‘island’ constraints, although these are language specific; by contrast, hanging topic left dislocation constructions (see §3.2) are not usually subject to these constraints.18

Biblical Hebrew is a pro-drop language, which means that when a finite verb is present in the sentence, the pronominal subject is null or covert, rather than expressed (Naudé 1991; 1993; 1996; 2001). However, the phonologically null subject pro on finite verbs cannot serve as an unexpressed resumptive pronoun within left dislocation constructions (Naudé 1996; 1999; Holmstedt 2014; cf. Cowper and DeCaen 2017). Such an analysis would mean that in sentences such as (9), there is no explanation for the independent subject pronoun, since the phonologically null subject pro on the finite verb serves as the resumptive:

(9) וְקֹו ָ֥י יְְ֜הוָָ֗ה ה ֣מָה י ַֽירְשׁו־אַָֽרֶץ

‘But those who wait for the LORD, they (pro they) will inherit the land.’ (Ps. 37.9)

3.2. Hanging Topic Left Dislocation

In the second sub-type of left dislocation in Biblical Hebrew, the dislocated constituent is always a noun phrase (not a prepositional phrase or an adverbial phrase), but the resumptive within the matrix sentence may bear any grammatical relation to the predication. In (10), the noun phrase ‘north and south’ is not

marked as an object, but its resumptive element within the matrix sentence is an object verbal suffix:

(10)

‘North and south, you created them.’ (Ps. 89.13)

Because the dislocated NP does not exhibit the case agreement with its resumptive, this construction has traditionally been referred to as *casus pendens*. It is referred to in the linguistics literature as ‘hanging topic left dislocation’.

In (11), the dislocated NP has a resumptive that is a pronominal clitic on the preposition -ל:

(11)

‘(As for) the man Micah, he had a shrine.’ (Literally: ‘and the man Micah, to him a house of gods to him’) (Judg. 17.5)

The NP may be realised by an independent subject pronoun whose resumptive element is a possessive pronominal clitic:

(12)

‘I, behold, my covenant is with you.’ (Gen. 17.4)

The difference between example (12), as a hanging topic left dislocation, and example (6) (repeated here), with a clitic resumptive exhibiting case agreement, is very striking:

(6)

‘And I, behold I will dwell at Mizpah.’ (Jer. 40.10)

Hanging topic left dislocation, like clitic left dislocation, allows the resumptive element to be deeply embedded within a subordinate clause; compare (8) above with (13):
This syntactic feature, therefore, does not serve to differentiate these two kinds of left dislocation in Biblical Hebrew. By contrast, topicalisation is a movement construction, which is constrained by its sentence boundaries—a topicalised constituent cannot move to the beginning of the matrix sentence from an embedded sentence. We see this in (14a), in which the topicalised NP moves only to the beginning of its embedded sentence:

(14a) וְזָכַרְתָּ כ י־עֶ בֶד הָי ֖יתָ בְמ צְרִָּם

‘You must remember that a slave you were a slave in Egypt.’
(Deut. 16.12)

If a topicalised constituent could move past a sentence boundary, then the unattested sentence in (14b), in which the topicalised NP has moved from a deeply embedded sentence to the beginning of the matrix sentence, would be possible:

(14b) *A slave you must remember that you were a slave in Egypt

3.3. Left Dislocation with a Deictic Resumptive

The third type of left dislocation involves a deictic resumptive which is coreferential with the dislocated constituent. In (15), the deictic resumptive is the pronominal deictic אלה ‘these’ and the dislocated constituent exhibits case agreement:

(15) לאָלֶה הַיָ֔וֹם אָוֹ ל בְנ יהֶ֖ן אֲשֶָׁ֥ר יָלַָֽדו׃
‘…and for my daughters, what should I do for these today or for their sons which they have borne?’ (Gen. 31.43)

In (16), the dislocated constituent is a prepositional phrase and the resumptive element is the deictic שָם ‘there’ (Naudé 1990, 115; Holmstedt 2014, 121).

(16) על נַהֲרֵ֙י בָבֶֹ֗ל שָֽׁם יָָ֭שַַּבְּנו
‘By the rivers of Babylon, there we sat there.’ (Ps. 137.1)

In (17), the deictic resumptive is אז ‘then’:

(17) בֹּקֵּשׁ וּלְמָר חָּק אֵָּּ֣ז רְָ֭אָּהּ וַָּּֽ֑יְסַפְרָָּ֑הּ הֱָׁ֜כִּינָּּ֗הּ וְגַם־חֲקָּּֽהּ׃
‘When he made a rule for the wind and a path for the thunderstorms, then he saw it [= the wisdom, Job 28.12] and gauged it, he measured it and probed it.’ (Job 28.26–27)

In (16) and (17) there is no case agreement between the resumptive deictic and the dislocated constituent, but in a different sense than we have seen thus far. The dislocated constituent is headed by a prepositional phrase, whereas the resumptive element is not headed by a preposition, but is an adverb.

This category of left dislocation with a deictic resumptive cannot be considered a sub-category of the two categories of left dislocation previously identified. It is not a sub-category of clitic left dislocation (§3.1), because the resumptive element is not a clitic and there is not necessarily case agreement between the dislocated constituent and the resumptive element. Neither is it a sub-category of hanging-topic left dislocation (§3.2), because the dislocated element is not a NP.

---

19 See also Gen. 25.10; Deut. 12.11; Qoh. 3.16.
3.4. Left Dislocation with an Independent Pronominal Resumptive

The fourth type of left dislocation involves a dislocated noun phrase whose resumptive element is a strong, tonic pronoun, rather than a pronominal clitic. In Biblical Hebrew, only independent subject pronouns are strong, tonic pronouns:

\[ יְהוָּ֤ה אֱלֹֽה יָכֶםֹ֙֙ הַה לִּפְנֵי֙ יכֶֻ֔ם הַ֖וא יִלָּח ֵּ֣ם לָּכֶָ֑ם \]

‘The LORD your God who goes before you, he will fight for you.’ (Deut. 1.30)

Semantically, the resumptive independent pronoun conveys contrastive focus when it occurs as the first element in the matrix sentence; in (18), the meaning is ‘he (and no one else) will fight for you’.

In cases where the matrix sentence is a verbless clause, it is important to distinguish constructions involving left dislocation and those which are tripartite verbless clauses (see Naudé 1994a; 2002; Naudé and Miller-Naudé 2017 for the argumentation and additional bibliographic sources). Left dislocation constructions have an intonational break (indicated by a disjunctive Masoretic accent) after the dislocated constituent (19):

\[ וְדָו ֖ד ה֣וא הַקָטִָּ֑ן \]

‘As for David, he was the youngest.’ (1 Sam. 17.14)

The pronoun (ואֹה) as resumptive agrees in person, gender, and number with the dislocated element and semantically conveys...

---

20 See also Gen. 37.30; 47.6; Deut. 30.1; 1 Sam. 17.14; 2 Sam. 21.2; Zech. 1.5.
contrastive focus. When the predicate rather than the subject of a verbless predication is in contrastive focus, it will be topicalised so that it precedes the pronominal subject; in (20) the prepositional predicate לְפָנֶ֣י is topicalised:

(20) אֶֹ֤רֶץ מ צְרֵַ֙י םֵ֙ לְפָנֶ֣יךָ ה ָ֔וא

‘As for the land of Egypt, before you it is before you’ (Gen. 47.6)

By contrast, in tripartite verbless clauses, the pronominal element after the first constituent is joined to it by maqqef or a conjunctive accent; the pronominal element is neither a resumptive element nor a copula:

(21) אַתָּה־הֵ֣וא מַלְכִֵּּ֣י אֱלֹהִָּ֑ים֙

‘You are my king, O God.’ (Ps. 44.5)

The pronominal element הוא is a ‘last resort strategy’ to avoid ambiguity in the identification of the nominal subject. In (21), an additional argument against viewing the third person pronoun as a resumptive element in a dislocation construction involves the lack of agreement between the subject (אתה) and the pronoun הוא that follows—a third person pronominal element cannot function as an anaphoric pronoun resuming a second person pronoun. Instead, the pronoun הוא functions in a ‘last resort’ strategy to ensure that אתה is understood as the subject of a verbless predication in whichملך is the predicate.
3.5. Left Dislocation with a Noun Phrase Resumptive

The fifth type of left dislocation involves a noun phrase resumptive which is coreferential with a dislocated noun phrase:

(22) הַנֶָׁ֜פֶש אֲשֶֶּ֣ר־ת אכֵַּ֣ל בָּשָּּ֗ר מִזֶ֤בַח הַשְלָּמִּים֙ אֲשֵֶּ֣ר לַיהוָֻ֔ה וְט מְאָּ֖וֹ עָּלָָ֑יו וְנִּכְרְתָָ֛ה הַנֶָּ֞פֶש הַהִַּ֖וא מ עַמֶּֽיהָּ׃

‘But the person who eats flesh from the sacrifices of well-being which belong to the LORD and his uncleanness is upon him, **that person** shall be cut off from his relatives.’ (Lev. 7.20)

When the resumptive element is the subject, the dislocated NP exhibits case agreement with it, as illustrated in (22). However, when the resumptive is not the subject, there is no case agreement between the dislocated NP and its resumption as the object of the verb:

(23) עֶרְוַ֤ת בַת־בִּנְךֹ֙֙ אֵ֣וֹ בַּֽת־בִּתְךֻ֔֙ ל  אֵ֖וֹ תְגַלֶַּ֖ה עֶרְוָּתָָ֑ן

‘The nakedness of the daughter of your son or the daughter of your daughter—you must not uncover **their nakedness**’. (Lev. 18.10)

3.6. Marginal Constructions

We now briefly consider two marginal constructions. The first construction is illustrated in (24). The first constituent (‘the word which he shows me’) has no resumptive element within the matrix sentence and thus is not a variety of left dislocation. However, some scholars have understood the so-called consecutive
verb form in the matrix sentence to indicate a sentence boundary which should block the topicalisation of a constituent.

(24) ...and the word which he shows me and I will declare the
word which he shows me to you.’ (Num. 23.3)

This construction was first identified in Naudé (1990). It was called ‘heavy topic focus’ by Holmstedt (2014), who argued that the so-called consecutive verbal forms, which obligatorily begin with waw, should not be considered uncrossable boundaries for the movement of constituents. Miller-Naudé (2019) and Miller-Naudé and Naudé (2019) call the construction ‘heavy topicalisation’ and provide additional arguments against viewing it as a type of left dislocation.

The second marginal construction is exemplified in (25):21

(25) ...and the word which we spoke, I and you—behold the LORD is between me and between you for ever.’ (1 Sam. 20.23)

The noun phrase ‘the word which we spoke, I and you’ cannot be understood as a topicalised constituent, because it cannot be understood as playing a grammatical role in the matrix sentence. The construction is also not a type of left dislocation, properly speaking, because there is no resumption of the dislocated noun phrase within the matrix sentence.

Van Riemsdijk (1997) has identified a similar construction in French, which he refers to as ‘Loose Aboutness Left Dislocation’; however, the only feature of left dislocation that is present

21 See also Lev. 25.32; 2 Kgs 22.18b–19.
is the semantic ‘aboutness requirement.’ O’Connor (1993) refers to the Biblical Hebrew construction as ‘thematisation’, and insists that it must not be grouped together with left dislocation, because the absence of the resumptive is ‘definitive’. We agree with O’Connor’s analysis and describe the noun phrase as providing the ‘frame of reference’ for the following discourse in a construction that is neither topicalisation nor left dislocation (see also Blau 1977).

In (26), a complicated construction is found:

(26) וְעַבְדְךָ וַאֲמָּתְךָ אֲשֶׁר יִהְיוּ לָּךְ מִמְּת הָגוֹיִם אֲשֶׁר סְבִיבְתָּם מִמְּתֵּהֶם עֶבֶד וְאָּמָה׃

And your male slave and your female slave which will belong to you— from the nations which are around you, from them you will buy a male slave and a female slave from them.’ (Lev. 25.44)

The left dislocated prepositional phrase ‘from the nations which are around you’ has its resumption in the matrix sentence (‘from them’). The coordinate noun phrase ‘your male slave and your female slave which will belong to you’ seems to function as a frame of reference rather than a dislocated constituent, because the relative clause dependent upon it (‘which will belong to you’) does not appear with the NP in the matrix sentence. The verse, then, has a frame of reference that introduces a left dislocated construction. The matrix sentence echoes the coordinate noun phrase of the frame of reference without resuming it syntactically.
4.0. Conclusions

In conclusion, we have attempted to further the analysis of left dislocations in Biblical Hebrew in four ways. First, we differentiated left dislocation constructions on the basis of the grammatical features of the coreferential resumptive element. Second, we examined the relationship between the left dislocated constituent and the resumptive element, especially with respect to case agreement. Third, we examined the role of matrix sentences and ‘islands’ in the framework of left dislocation constructions. Fourth, we provided additional clarity on two marginal constructions, neither of which can be categorised as left dislocation. The first, ‘heavy topicalisation’, we identify as a marginal type of topicalisation. The second, ‘frame of reference’, is neither left dislocation nor topicalisation, but rather a detached noun phrase which provides the frame of reference for the following discourse.
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1.0. Introduction

Since the beginning of the millennium, a growing number of studies of the Hebrew Bible have used insights from a novel paradigm in the study of language, namely, cognitive linguistics (= CL).¹ New linguistic models take time to become established and are sometimes accompanied by a variety of schools of thought, often each with its own meta-language. It is no wonder that biblical scholars typically show some resistance to engaging with “another new linguistic model.”² More problematic is the fact that CL is not a coherent model that is ready-made to be applied to the analysis and description of a non-spoken ancient language with a limited corpus.³ Like most other modern linguistic models, it assumes the availability of living speakers and/or

¹ For CL applications to Biblical Studies in general, see Howe and Green (2014).
² See Burton (2017, 17).
³ Shead (2011, 181–87) provides a relatively detailed and sobering discussion of the “ancient language problem” and the “corpus of BH.” See also Burton (2017, 34–41).
large written corpora to consult. Nevertheless, CL has been embraced by a number of BH scholars. For example, De Blois (2002) announced a new *Semantic Dictionary of Biblical Hebrew* that is based on CL principles. Van Wolde (2009) called for a “Reframing of Biblical Studies” in a monograph based on the cognitive concepts of Ronald Langacker. Van Hecke (2011) used insights from cognitive semantics to better understand Job 12–14. Burton (2017) called her study of the semantics of glory “A cognitive, corpus-based approach to Hebrew word meaning.” And Coleman (2018) provided a cognitive linguistic perspective on BH transitivity alternation. A number of studies have focused on the conceptual metaphors and/or metonyms that undergird the use of language (especially figurative language) in the Hebrew Bible, e.g., Kruger (2000); Kotze (2004; 2005); Van Hecke (2005); Basson (2006); Jindo (2010); Van Hecke and Labahn (2010); Chau (2011; 2014; 2015); De Joode and van Loon (2014); Lamprecht (2015); De Joode (2018); van Loon (2018); and Ruark (2019).

The problem for BH scholars is that CL is a vast field of study, and to determine what exactly is meant by a cognitive approach, or even to start critically assessing its advantages, is a challenge. The aim of this descriptive study is to enable scholars of BH to orientate themselves as far as a substantial number of applications of CL insights into BH are concerned. I postulate that for these purposes a basic understanding of what CL is, and which

---

4 See also §3.0 of this study.

5 Cf. Dirvin (2005, 50); Geeraerts and Cuyckens (2007); Taylor and Littlemore (2014); Dąbrowska and Divjak (2015); Dancygier (2017); and Evans (2019).
different stands of CL can be distinguished is needed. Furthermore, in order to be aware of the most promising, but also the more controversial, aspects of CL, it is also important to have basic insight into current CL developments and acknowledged challenges.

Concerns of space preclude a full discussion of applications of CL insights to BH. Those that focus on conceptual metaphor and metonymy, for example, are excluded, as well as those considering the BH verbal system from a CL perspective. Nor has it been possible to critically assess the contributions of those insights that are dealt with here. It is assumed that a general methodological orientation is pivotal for the introduction I have in mind; hence the focus on the methodological orientation(s) of the exponents discussed.

We begin in §2.0 with a brief overview of CL, explaining its main focus, positioning it within the field of linguistics, and describing its commitments and basic points of departure. This is followed by a bird’s eye view of the different schools of thought, referred to as ‘strands’ within CL. The section concludes with a summary of current developments in CL and some of the widely acknowledged challenges. In §3.0 the scope and the theoretical underpinnings of a range of applications of insights from CL to

---

6 Most of these studies almost uncritically accept Lakoff and Johnson (1980). See §2.2.2 below.

7 See, e.g., Robar (2014). The significant contribution (and substantial number of publications) by Andrason on the verbal system of BH and other Semitic languages merits a paper of its own. See, e.g., Andrason (2011; 2012) and, more recently, his work on serial verb constructions (2019).
BH are profiled in the light of the bigger picture of CL. In conclusion, a few general trends are pointed out.

2.0. Overview of CL

2.1. Commitments and Hypotheses

CL is a label that is used for a “broad movement within modern linguistics” (Taylor 2002, 3). In this movement ‘meaning’ is put at the heart of the linguistic enterprise. Dąbrowska (2016, 479) states succinctly:

Cognitive Linguistics is an approach to language study based on three central premises: that the function of language is to convey meaning, that linguistic description must rely on constructs that are psychologically real and that grammar emerges from usage.

CL emerged in the late 1970s out of dissatisfaction with the generative approaches of that time that treated language as an abstract and decontextualised system.

This recontextualising and maximalist approach to meaning is nothing new. Geeraerts (2010, 1–45) illustrates how much in common it has with pre-structuralist historical-philological semantics. Van Hecke (2011, 290–94) explains in what ways CL refines the latter, but also “often gratefully adopts the structuralist field descriptions and the componential analyses as valid descriptive tools.”

CL, however, differs from the latter approaches in that it is guided by two primary commitments: (1) to view and describe language in terms of what is known about the brain and cognitive processes (the cognitive commitment) and (2) to describe linguistic
knowledge as the outcome of general cognitive abilities and not specific modules of the mind (the generalisation commitment). Geeraerts (2016, 537) has recently provided convincing arguments as to why the cognitive commitment has to be complemented with a socio-semiotic commitment, which is to make one’s account of human language accord with the status of language as a social semiotic, i.e., intersubjective, historically and socially variable tool, and to base that account on a methodology that likewise transcends the individual.\(^8\)

What is crucial is that such a functional view of language “fits well into the currently popular conception of language as a Complex Dynamic System” (Geeraerts 2016a, 530).\(^9\) This implies that linguistic meaning is dynamic and flexible, and able to change in order accommodate new experiences and situations.

Apart from these commitments, the theoretical approaches that can be subsumed under the label CL are undergirded by a sophisticated view of categorisation.\(^10\) One of the basic tenets of

\(^8\) Geeraerts (2016a, 528), however, states:

This social turn, it should be pointed out, is not a complete novelty in the history of Cognitive Linguistics, given that, for instance, the notion of ‘cultural model’ played a significant role in the emergence of the new framework…. It is therefore best characterized as a deliberate strengthening and foregrounding of an initially secondary feature.

\(^9\) See also Andrason (2014).

this view of categorisation is that members of a category are not equal, with some members more salient and/or central than others. The former are regarded as the prototypical members. Those that share some sort of family relationship form overlapping clusters within their category; e.g., in the category fruit, one gets fruit that is sweet, fruit that is juicy, fruit that grows on trees, etc. In short, members of a category often display what has been called a ‘radially structured network’.

11 According to Langacker (1987, 102), the human ability to compare, pick out differences, and establish similarities between entities is fundamental to all human cognition. However, entities that are similar are not always similar to the same degree, for a number of reasons; e.g., on the one hand, perception is influenced by both individual and shared social values and, on the other hand, perception tends to take place in terms of figure-and-ground configurations in particular contexts by specific individuals. This is why one of the primary ways that humans organise their worlds, i.e., in terms of categories, is regarded by Langacker (1987, 371) as forming conceptual structures that involves schemas, prototypes, and instances. Schemas are patterns that are abstracted on the basis of the features that all instances share. Prototypes are typical instances of a category, but not all instances of a category are prototypical. A crucial feature of prototypes is that they are not objective realities, but construals that are “culture-dependent, content-dependent and mind-dependent” (Van Wolde 2009, 26).

12 For a diagram in this regard, see Geeraerts (2010, 191).
through a process of generalisation (*fruits of nature*) or metaphorical extension (e.g., *fruits of someone’s labour*). The fact that these types of extensions occur is not a novel insight of CL; it was already one of the focal points of historical-philological semantics. However, what is novel are insights into the ‘drivers’ of sense extensions, e.g., the vagueness and under-specification of less prototypical members of a sense category in cases of specialisation and generalisation; the bodily and/or culturally conventionalised experiential contingency, as well as any perceived contingency in the case of the metonymic, and similarities in the case of metaphorical extensions, as well as the role that established conceptual metonyms and metaphors play. Also crucial is the insight that radially structured maps of polysemous senses are not stored as static entities in the brain, but that context is always “needed to pin down an actual, currently active sense” (Dirven 2005, 26). Also novel are the nature and effects of sense extensions. Sense extension is a gradual process and the semantic potential of a sense category may constitute a continuum of senses rather than discrete units. A third novelty is the pervasiveness of polysemy at all levels of linguistic description.

---

13 For a diagram, see Geeraerts (2010, 194).


15 Compare the polysemy of the constructions discussed in Locatell (2017); Van der Merwe (2018); Coleman (2018); and Khan and Van der Merwe (2020).
Approaches that are labelled as CL also tend to adhere to a number of basic hypotheses. The first is the *symbolic thesis*. According this thesis, language is a structured collection of conventionalised linguistic units, each representing a *form-meaning* pair or ‘symbolic unit’. This implies, firstly, that forms cannot be studied independently of their meanings. The forms that are involved may range from a phoneme, a grammatical morpheme, a syntactic construction (e.g., a phrase or a clause) to a lexical construction. The meanings of these forms may range from the highly schematic meanings of grammatical constructions, at one end of the continuum, to very specific meanings of lexical units, at the other end of the grammar-lexicon continuum. For this reason, the second implication of the symbolic thesis is that there is no qualitative distinction between syntax and the study

---

16 The hypotheses listed here are a combination of those described by Croft and Cruse (2004); Geeraerts (2006); and Evans (2012, 2019). See also Riemer (2010, 238). Most of these theses can be related to the way in which humans categorise.

17 See also Langacker (2013, 14–26) and Evans (2019, 566–68).

18 The symbolic thesis has some resemblance to Saussure’s view of language as a system of signs and his distinction between the signifier and the signified. However, for CL there is not a simple one-to-one relationship between a phonological entity (the signifier) and a semantic entity (the signified); see Taylor (2002, 53–58).

19 The symbolic unit is also referred to as a ‘symbolic assembly’ or ‘symbolic construction’.

20 At the level of syntax, the form of a symbolic assembly or construction may be NP1:SUBJECT VERB NP2:OBJECT and the meaning be: X ACTED ON and AFFECTS Y.
of semantics. The main difference between grammatical and lexical meaning is that the former is more internally complex and schematic than the latter.

According to the second hypothesis, the usage-based thesis, “categories and structures in semantics, syntax, morphology and phonology are built from our cognition of specific occasions of use” (Croft and Cruse 2004, 2–3). Symbolic units are in essence mental routines, i.e., the creation of form and meaning pairs that emerge through convention as language is used.²¹ Symbolic units that are used frequently become entrenched and often shape the language system as patterns of usage. This implies that knowledge of a language is knowing how it is used. An implication of this thesis is that corpora are a prime source of linguistic evidence.

The third hypothesis is that of embodied cognition.²² This means that when humans interact with (and/or talk about) the world that they live in, the ‘reality’ that they represent linguistically is always the outcome of their bodily experiences as both individuals and members of a social group in specific situations. Hence the notion ‘situated embodiment’ (Dirven 2005, 30). Language therefore does not reflect the world objectively; it represents an embodied (i.e., a bodily construed) perspective on the

²¹ Crucial to keep in mind is that symbolic units may differ in terms of schematicity. Some may be nouns with specific meanings, e.g., cat, house, car. Some may be phrases, e.g., prepositional phrases with the more generic meaning of location of an entity in space. Others may be clause types, e.g., transitive clauses, with a highly schematic meaning referred to in the previous footnote.

²² See also Bergen (2015, 10–30).
world. Furthermore, these mental representations do not emerge from, or exist in, a vacuum. They are grounded in the past experiences of the individual and the shared experiences, values, and conventions of the social group that they belong to—and those, of course, are symbolised in terms of the entrenched patterns of use of that group.

The fourth thesis is that of *encyclopaedic semantics*. The structures at the semantic pole of symbolic units, i.e., the semantic representations of linguistic constructions, interface with the conceptual worlds of the speakers of a speech community. These conceptual worlds are made up of vast interrelated networks of knowledge. When a particular linguistic expression is used, access to a particular network of knowledge is facilitated. This particular network of knowledge is called the ‘semantic potential’ of a particular semantic structure. Evans (2019, 356–57) uses the lexical item *red* as an example to explain the notion ‘semantic potential’. When it is used, a range of hues of reds may be invoked. Which hues are invoked are determined first and foremost by the hues that have become associated with *red* for a particular speaker (and his/her speech community), e.g., the vivid red of red lipstick and the brownish red of a squirrel. Which aspect of the semantic potential is profiled is, in the case of adjectives, typically determined (constrained) by the noun that it is modifying—in this case *lipstick* or *squirrel*. Langacker regards the specific referent of the noun that is used in this case as the ‘base’

---

23 Langacker (1987) equates semantic structure with conceptual structure, while Evans (2009; 2012, 132) maintains that semantic structure and conceptual structure are two distinct representational formats.
against which the concept *red* is profiled. 24 In each of the constructions ‘red lipstick’ and ‘red squirrel’ different domains, 25 i.e., different parts of the encyclopaedic networks of a hearer’s knowledge, are activated.

The fifth hypothesis is that *linguistic meaning* does not reflect an objective world ‘out there’, but is *conceptualisation* 26—an implication of the thesis of embodied cognition. This is true of the specific meanings of lexical items as well as the schematic meanings of grammatical constructions. Langacker (2017, 263) states “an expression’s meaning depends not only on the conceptual *content* it invokes but also a *construal*, our capacity to conceive and portray the same situation in alternative ways.” 27


26 A concept is “a mental representation that can serve as the meaning of a linguistic expression;” see Shead (2011, 33–34).

27 For the parameters that can constrain a construal, see Shead (2011, 37–38).
2.2. Strands, Developments, and Challenges

As I indicated in the first line of §2.1 above, CL is by no means a unified model. Since cognition involves a variety of human faculties, it is in a sense inevitably multidisciplinary. Dirven (2005, 17–68) has identified five strands, the first two of which may be regarded as “lexico-grammatical-pragmatic theories of language” (Van Wolde 2009, 30).

2.2.1. The Gestalt-psychological Strand

A gestalt-psychological strand was pioneered by Talmy28 and then further worked out by Langacker in his Cognitive Grammar29 (1987, 1991). A key principle in this regard is that human perception typically takes place in terms of a prominent figure and a less salient ground. Langacker “applies this principle to linguistic structuring at all levels” (Dirven 2005, 19).

According to Langacker (2017, 262), the initial phase of Cognitive Grammar “provided a unified account of lexicon, morphology and syntax… comprising a continuum of form-meaning pairs.” The second phase of Cognitive Grammar, which, according to Langacker (2017, 262), started around 2008, “envisages a unified account of structure, processing and discourse.”30

---

28 For an overview of Talmy’s work, see Evans (2019, 241–66).

29 Grammar is understood by Langacker not merely as morphology plus syntax, but in a broad sense as a theory of language that accounts for the meaning of linguistic constructions at all levels of linguistic description.

30 According to Langacker (2017, 283), the early results of the latter phase are still at best preliminary.
Some approaches, such as Fillmore’s Construction Grammars,\(^{31}\) Goldberg (1995) and Croft’s (2001) Radical Construction Grammar, and Embodied Construction Grammar (Bergen and Chang 2013), developed relatively independently of Cognitive Grammar, but share with Langacker’s approach the symbolic and usage-based theses, as well as the insight that grammatical constructions represent figure-ground perspectives on situations.\(^{32}\) However, a major difference is that while Cognitive Grammar “sees constructions as pairings of a semantic pole with a phonological pole,” Construction grammarians “also postulate (morpho-)syntactic information in their form pole” (Hoffmann 2017, 326). Their ‘form pole’, in other words, includes two types of information, i.e., phonological and grammatical information. For them, grammatical constructions, contra Langacker, are therefore a separate level of organisation. Evans (2019, 712–13) categorises Langacker’s Cognitive Grammar as a constructional approach to grammar. For him, the essential difference between the various constructional approaches is their definition of what constitutes a construction.

\(^{31}\) See, e.g., Kay and Fillmore (1999). Fillmore’s notion of Frame Semantics is encapsulated by his approach to Construction Grammar. In his templates for the description of constructions, a slot is provided for the relevant semantic and pragmatic features of a construction; see Evans (2019, 672–79). For the relationship between Frame Semantics and the FrameNet project, see Shead (2011, 108).

\(^{32}\) For a discussion on the different construction grammars, see Hoffman and Trousdale (2013) and, for an overview of them, Evans (2019, 661–716).
2.2.2. The Phenomenological Strand

A phenomenological strand developed by Lakoff and Johnson (1980) and Lakoff (1987) focuses on embodied meaning.\(^{33}\) In this strand, prototype theory, the radially structured networks of sense relations, conceptual metaphor theory,\(^ {34}\) conceptual metonymic theory, and the notion of idealised cognitive models play pivotal roles.

2.2.3. The Cognitive Sociolinguistic Strand

A cognitive sociolinguistic strand associated with Geeraerts (1997; 2016a) focuses on an understanding of the social drivers of polysemy and linguistic variation. The strand also emphasises the cultural and ideological models that in general undergird the language of specific social groups. A conviction shared by the European scholars of this strand is that usage-data require the methods of corpus linguistics.\(^ {35}\)

---

\(^{33}\) This strand is typically regarded as Cognitive Semantics. It must be distinguished from Talmy’s notion of cognitive semantics; see Evans (2019, 241–66).

\(^{34}\) The essence of conceptual metaphor theory is “that the human mind maps elements from concrete source domains onto the more abstract target domains of emotion, causality, event structure, and dozens of others. The concrete categories themselves are categorised on the basis of pre-conceptual spatial configurations shared by most living beings” (Dirven 2005, 27).

\(^{35}\) For corpus-driven approaches see, for example, Gries and Stefanowitsch (2006) and Glynn and Fischer (2010).
2.2.4. The Cognitive Discourse Strand

A cognitive discourse strand focuses on the textual levels of language structure. Here any proponent of mental space theory (Fauconnier 1997) and blending theory (Fauconnier and Turner 2002) “deals with the online processing of discourse via mental maps (‘mental spaces’) and their conceptual blending.” A seminal work in the application of conceptual metaphor theory to literature is that by Lakoff and Turner (1989). Turner’s (1996) work on the cognitive mechanisms that are involved in the construction of stories plays a foundational role in the application of CL to the study and analysis of literature, a sub-discipline called cognitive poetics. The latter sub-discipline also benefitted much from what Dirven (2005, 37–39) referred to as the cognitive discourse study of coherence links.

2.2.5. The Psycholinguistic Strand

A psycholinguistic strand is represented by experimental research on the cognitive processes that undergird the use of figurative language.

---

36 Insights from mental space theory and blending theory were eventually used to better understand metaphor and metonymy (Fauconnier and Turner 1995). Mental space theory also provided an innovative model for interpreting conditional constructions; see Dancygier and Sweetser (2005).

37 For a succinct overview of cognitive poetics, see Evans (2019, 786–95).

38 See also, e.g., Sanders and Sweetser (2009).
language and language acquisition. Among the most pertinent recent findings are that metaphors are often understood without invoking first their literal meaning (Dirven 2005, 50).

2.2.6. Recent Developments

Most recent developments in CL may be regarded as a logical outcome of its user-based thesis (see above). The so-called quantitative turn, i.e., a greater appreciation for, and use of, quantitative data, was sparked by the need to study the behaviour of linguistic constructions in their contexts of use. The complexity of the task of hand, i.e., all the relevant parameters involved when corpora have to be tagged and analysed, required sophisticated statistical methods. Although there has been some critique of all the ‘number crunching’ (e.g., Langacker 2016, 465–77), it is described by Divjak et al. (2016, 452) as the “catalyst for the ‘social revolution’” in CL (see Geeraerts’s call for a “socio-semiotic commitment” above, in §2.1). The quantitative turn confronted scholars with a wide range of socio-semiotic parameters that could be relevant for, on the one hand, fully understanding the use of specific linguistic constructions and, on the other hand, the diachronic development of the linguistic stock of a language.

While the majority of earlier CL studies focus on English and other Indo-European languages, in recent times some progress has been made in the cross-linguistic comparison of lan-

---

39 This shift from the use of introspection as a way to extract data to the use of statistical analyses of corpus data started in the mid-1990s, but really took off only around 2008; see Janda (2013, 1–32).
guages from a CL perspective in the field of lexical semantic typology,⁴⁰ e.g., how the body parts are labelled and used in figurative extensions across languages.⁴¹ The study of language change has until recently been fairly marginal in CL (Divjak et al. 2016, 455). Another implication of the user-based thesis is that meaning is always emerging. Hilpert (2015, 347–51; 361–62), therefore, aptly argues that historical linguistics should be one of CL’s central concerns. In this regard, in particular as far as lexical semantic change is concerned, the works of Geeraerts (see the sociolinguistic strand above) have been seminal.⁴² As far as the evolution of grammar is concerned, Bybee et al. (1994), Heine et al. (1991), Traugott and Dasher (2002), Hopper and Traugott (2003) are the trail-blazers.⁴³

In a recent article, Dąbrowska (2016, 479–91) lists seven challenges that cognitive linguists currently face. The most general concerns are, first, the fact that many cognitive linguistics still use intuition as their main data source and, second, that the Cognitive Commitment is apparently not always treated seriously (Dąbrowska 2016, 480–83). Of particular relevance for scholars of ancient languages are the following questions:

(1) How can the pivotal concept in CL, viz. subjective construal, be measured ‘objectively’?

---


⁴³ See also Hilpert (2015, 353–57) and Evans (2019, 717–43).
(2) How does one establish which are the relevant parameters (or frame elements) to tag when the distributional analysis of an expression is conducted? and

(3) How much insight into the mental representations of speakers of a language can patterns of use really provide? After all, the distribution of an expression may provide clues to its meaning, but does not equal its meaning.

According to Dirven (2005, 50–51), up to 2005 Langacker’s model was the most stable, most influential, and least criticised one.44 The irony is that Lakoff’s views on prototype theory and radial lexical networks, conceptual metaphor, and idealised cognitive models, which were more heavily criticised, have also been very popular (2005, 51). Nearly fifteen years later, it can be argued that Langacker’s views, although also drawing some critique, have stood the test of time. He has also recently advanced his research beyond the boundaries of sentences. In the meanwhile, some of the critiques levelled against Lakoff’s ideas have been addressed; see, e.g., Evans (2019, 267–97) for how weaknesses in prototype theory and the theory of idealised cognitive models have been addressed. In the same vein, Evans (2019, 300–46) reports about more refined versions of conceptual metaphor and metonymy theory.45 Of significance is Evans’s Access Semantic approach (2019, 458–90), which steers away from Lakoff’s

44 It is for this reason that Van Wolde (2009, 34) opted for Langacker’s model “to reframe biblical studies.”

45 See also Kovecses (2008, 168–84).
full-specification approach and associates itself with the latter’s “network” model (420–54).46

Particularly relevant for scholars of BH has been the greater focus on how the meanings of linguistic expressions change over time; the use of linguistic-typological data; insights into grammaticalisation;47 and how the use of corpus linguistic methods can be used to study polysemy at all levels of language use.

3.0. Cognitive Approaches to Biblical Hebrew Studies

3.1. Introduction

The purpose of this section is to ‘profile’ the application of CL insights against the ‘base’ of the overview provided above. I will make a distinction—whenever possible—between two major

46 See Falkum and Vicente (2015, 11–13) for a positive assessment of Evans’s semantic model.

47 Grammaticalisation is a sub-field of linguistics in general and not restricted to CL. There are various definitions of grammaticalisation, but according to Narrog and Heine (2011, 3), whenever there is debate as to whether a phenomenon is an instance of grammaticalisation or not, the classic definition of Kuryłowicz (1975 [1965]) is consulted, viz. “Grammaticalization consists in the increase of the range of a morpheme advancing from a lexical to a grammatical or from a grammatical to a more grammatical status.” Since CL focuses on the mechanism of meaning, i.e., how meaning works and how new meanings emerge as language is used, the diachronic perspective of grammaticalisation is foundational to the CL enterprise; see Chapter 7 of Langacker (1987).
groups, viz. those studies that can be associated mainly with Langacker and/or his approach, i.e., the Gestalt-psychological strand (§2.2.1, above), and those who appear to be more influenced by the initiatives of Lakoff and his cognitive semantics, i.e., the phenomenological strand (§2.2.2, above). Since, many of the latter’s views were refined in particular in the light of the greater appreciation for, and use of, quantitative and social data sparked by the ‘European’ CL wave, I will consider them part of the second group. Studies that are difficult to classify will be regarded as group 3.

3.2. Group 1

I commence with works that can be associated with Langacker. I do not list them chronologically, but rather according to how ‘closely’ they can be associated with Langacker.

Van Wolde (2009), with reference to Dirven (2005), restricts herself to the ‘stable’ model of Langacker. Not only is Van Wolde’s the most comprehensive attempt to apply CL insights to BH, it is also the broadest in scope. This is because it proposes a detailed cognitive method of OT exegesis (2009, 204), indicating how to account for (1) the socio-cultural embeddedness of the text the Hebrew Bible; (2) the lexical meaning of usage events; and (3) the meaning structure of biblical texts. She has also formulated an abridged version of her model (2009, 205).

What is particularly helpful in Van Wolde’s approach is that she

48 It should also be noted that Van Wolde’s (2009) is one of a few CL applications to BH that is not based on a PhD project, but represents the work of an established scholar.
provides detailed examples of how each aspect of her model can be applied.

It is impossible to detail each of these examples here. I will focus on one, i.e., שַׁעַׁר. The lexeme (i.e., the symbolic unit at the phonological pole) is typically used in a cognitive domain that can be labelled human artifacts > buildings > city\(^{49}\) and illustrates in particular the sociocultural embeddedness of BH. By carefully comparing the archaeological evidence of city gates from the ninth to the fifth century BCE with instances in the Hebrew Bible where the base of שַׁעַׁר is a city, Van Wolde shows how the integration of archaeological and co-textual evidence is needed to fully understanding the semantic (conceptual) content of שַׁעַׁר in particular instances of use (2009, 72–103). It is, for example, for modern readers impossible to understand וֹדֵ֥י דָּוִ֥ד יֹושֵֵּׁ֖ב בֵּיֹן־שֵּּׁנֵּיֹ הַׁשָּׁעָר ‘David was sitting between the two gates’ (2 Sam. 18.24), if they do not know that a complex gate structure includes an outer gate, an inner gate, and a space in-between. In the same vein, modern readers will not fully appreciate Ruth 4, if they lack knowledge of the scenarios (e.g., judicial) typically associated with the space provided by the city gate complex. Most exegetes rightly claim that such use of context to understand language use is common sense. CL is indeed a ‘common sense’ approach that attempts to account for the parameters involved when humans construe the

\(^{49}\) Van Wolde (2009, 83) shows that in this domain שַׁעַׁר can have as its base, city, tabernacle, or palace. In other words, the ‘gate’ of the city, tabernacle, or palace can be referred to by this lexical item. The conceptual content profiled by שַׁעַׁר in each case will depend on the specific base that is involved. A ‘city gate’ implies conceptual content that differs from that of the gate of the tabernacle or a palace, respectively.
meaning of a linguistic construction in a particular context of use. This is also the reason why Cognitive Semantics is associated with the wisdom of traditional historical-philological semantics (Geeraerts 2010, 276).

Since the appearance of her book in 2009, Van Wolde has published further applications of her ‘cognitive relational approach’ on a regular basis. Not all of her interpretations have been accepted uncritically. It is not clear if and how she has incorporated the second (post-2008) phase of Langacker’s views into her model.

Peters (2016) describes Langacker’s model as “at the same time complex, accounting for language as a whole, and deceptively simple, based on only a few key principles.” Peters uses Van Wolde’s abridged version (2009, 205) for his study of the concept of ‘cooking’ in the Hebrew Bible. This study represents an exemplary application of the foundational work done by Van

---


51 See, e.g., the critique by Bosman (2011, 115) of Van Wolde (2008). Consider also the debate sparked by her views (2009, 197–200) on the interpretation of בְּרֵאשִׁית. See also Van Wolde and Rezetko (2011) and Wardlaw (2014). Some of the linguistic arguments that she uses in a recent contribution to the debate (Van Wolde 2017, 611–47) have convinced me that the debate is by no means over.

52 Kamp’s (2004) PhD study supervised by Van Wolde calls itself “a cognitive linguistic approach to the book of Jonah.” It can be regarded as an attempt to integrate basic CL insights into cognitive processes (2004, 9–13) with functional models of how information is processed in texts for purposes of analysing the book of Jonah (2004, 4–5). For a relatively similar approach, but focusing only on discourse units, see Robar (2014).
Wolde. He illustrates how encyclopaedic information on cooking practices can be integrated with careful linguistic analyses of the lexical items that are typically used to ground and profile acts of cooking in the Hebrew Bible.

Coleman (2018) addresses the problem of ‘transitivity alternations’, i.e., why, on the one hand, one and the same verbal lexeme may have a different number of complements and, on the other hand, one and the same verbal lexeme may profile different participant roles. In this regard, he draws primarily on Langacker’s Cognitive Grammar and Goldberg’s Construction Grammar (2018, 253) and argues that transitivity is a conceptual phenomenon that is scalar in nature. The transitive construction constitutes a symbolic unit, with a prototypical form-meaning pairing, but it may also have units that differ to various degrees from the prototype. These differences can be explained in terms of extensions and/or different construals of the prototype. For these purposes, Coleman uses insights from linguistic typology and functional grammar to establish the nature (e.g., the range) and functions of transitive constructions across languages. He uses insights from corpus linguists (Hanks 2013) to establish what can be regarded as canonical uses (i.e., the norm) and exploitations (i.e., construals) of the constructions that he distinguishes in BH. A feature of Coleman’s work is that he illustrates how Langacker’s insights can be complemented with studies in linguistic typology, as well as functional and corpus linguistics, to describe a grammatical construction in BH.  

53 For a relatively detailed review of Coleman, in particular a critique of his use of the notion ‘focus’, see Van der Merwe (2019a, 121–28).
To better appreciate Coleman (2018), his treatment of verbs of ‘dressing’ and ‘undressing’ illustrates his concept of ‘transitivity alteration’. He investigates the various syntactic constructions in which six verbs of dressing and one of undressing occur in the Hebrew Bible. Among other things, he comes to the conclusion that dressing verbs are typically used in transitive constructions, with a direct object that profiles the role of [Dress]. The [Dressee] as direct object is also relatively frequently attested and its use represents a secondary norm. The alternation is attested crosslinguistically and is called ‘metonymic object change’, because the conceptual contiguity of the [Dress] and [Dressee] allows either of them to be profiled in a particular scene. In such cases, no difference in the semantics of the verb needs be postulated; the difference represents only a difference in subjective construal by the speaker. Although either the [Dress] or the [Dressee] may be the direct object of a construction, the latter is typically the ultimate goal of an action and is marked either by אֵת, a pronominal suffix, or fronting (2018, 119). With dress verbs, an indefinite object may also be omitted, as in לָבֵׁ֖וש ו אֵּיֹן־ל ח ֵ֣ם לִ֑ו literally ‘to clothe, but there is no warm for him’ > ‘you clothe, but no-one is warm’ (Hag. 1.6), “serving a pragmatic function of focusing on the affectedness of the agent” (2018, 119). The intransitive use of dress verbs is relatively infrequent and “limited to certain syntactic-semantic environments” (2018, 119), while passives forms are used only with passives meanings and serve to downplay the agency role of the subject.\(^5\)

54 This section is a revision of a section in Van der Merwe (2019a).
Shead’s Radical Frame Semantics (2011) can be linked to Langacker via (1) Fillmore’s Frame Semantics as developed as part of his Construction Grammar and further refined within its application in the FrameNet project, and (2) Croft’s Radical Construction Grammar (see the Gestalt-psychological strand in §2.2.1, above). With this ambitious project, which he acknowledges to be only of exploratory nature (2011, 334–35), Shead illustrates the realities that BH semanticists must face if they want to apply the whole gamut of current CL insights for better understanding the mechanisms of meaning. Croft calls his Construction Grammar ‘radical’ because he argues that linguistic categories at all levels have to be established in a bottom-up fashion, i.e., there are no universal categories that can be used as a point of departure in linguistic analysis. Shead postulates by implication that the same principle applies to semantic categories; hence he calls his model ‘Radical Frame Semantics’. Although he argues that FrameNET represents one of the most sophisticated tools for a more adequate description of BH relational constructions, e.g., verbs (107–42), he cannot escape the need to modify the model for the investigation of a specific non-spoken language (2011, 145–72). What is more, he was forced to develop his own software (HebrewNet) for these purposes, software that he admits has some limitations (2011, 192). He applies his model and software to describe what he labels רָקָם terms and establishes that they are typically used in explore, search, investigate, and examine frames (2011, 304). I have to concur with Peters (2016, 53) that Shead’s works is extremely thorough, and that he has much to
offer “to the discussion of biblical semantics.” However, one cannot escape the impression that he sometimes tends to provide too much detail.

Looking at the bibliography compiled by De Blois (2000), a PhD which he completed at the Free University in Amsterdam, Langacker’s works do not feature. *The Semantic Dictionary of Biblical Hebrew* project, with De Blois as editor, was launched in 2003. The initial project was based predominantly on De Blois (2000).

According to De Blois (2002, 280; 2004, 100–1), he is “heavily indebted” to the *Introduction to Cognitive Linguistics* by Ungerer and Schmid (1996). From De Blois (2000, 6–8), it can be inferred that he was influenced by Martin’s (1994) version of frame theory.55 According De Blois (2002, 8), “the strength of frame theory lies both in its perspective and its systematic approach.” He continues:

> As far as its perspective is concerned, the frame theory respects the world view behind a given language.... As far as its systematic approach is concerned, the frame theory enables the lexicographer to describe related concepts in a uniform way, taking into consideration all relevant semantic aspects or attributes of each concept.

From De Blois (2002, 280–81) it is clear that he also embraces CL insights into categorisation and prototype theory, the notion that categories have attributes, as well as the role of metaphoric and metonymic mapping in meaning extensions (De Blois 2002, 280–81).

55 Frame theory is typically associated with Fillmore. See, for example, Burton (2017, 13) and Evans (2019, 395–402).
2004). De Blois (2007) interacts critically with Langacker’s (1987) model of semantically based word classes, and comes to the conclusion that they can, with minor modifications and additions, be applied to the categorisation of the lexical stock of BH. De Blois (2009) acknowledges Langacker’s distinction of only two semantically-based word classes, i.e., RELATIONS and THINGS. As far as RELATIONS are concerned, for De Blois the basic domains that “cover the Hebrew semantic field adequately” are POSITION, CONNECTION, PERCEPTION, and DESCRIPTION. In this regard he refers to Langacker’s distinction between a basic and an abstract domain (1987, 147). Unfortunately, the basic domains of De Blois are extremely schematic and he does not indicate if and how his concept of basic domains differs from that of Langacker (1987). Furthermore, De Blois’s (2004, 100) conviction that CL “requires” a distinction between lexical domains and contextual domains resonates more with Evans’s Access Semantics (Evans 2019, 471–90) than with Langacker’s view in this regard.

3.2. Group 2

Van Hecke (2011) is a revision of the author’s second PhD, completed under the supervision of Ellen van Wolde in 2006. Van

---

56 For these basic domains, subdomains are also distinguished, e.g., DESCRIPTION has the subdomains Attribute, Attitude, and Modification.

57 For a user-friendly description of Langacker’s distinction between basic versus abstract domains, see Evans (2019, 403–17).

58 For other recent publications by the author, see De Blois (2014; 2019).
Hecke (2011, 266–72), like van Wolde (2009), fully embraces Langacker’s views on the role of understanding the meaning of words in terms of a profile and a base in the cognitive domains in which they are used. For understanding the polysemy and semantic structure of words in terms of prototype theory and radial structures, he turns to the seminal work of his colleague at KU Leuven, Dirk Geeraerts. He also considers the methodological implications of integrating the insights from the Gestalt-psychological strand (§2.2.1) and the Cognitive Sociolinguistic strand (§2.2.3) mentioned above, and then illustrates how his theoretical framework can be applied to a number of key lexical terms and expressions in Job 12–14. Van Hecke (2011, 291–94) describes in exemplary fashion the innovations of Cognitive Semantics. He does this only after pointing out how it builds on historical-philological semantics (286–88). He also acknowledges the instrumental value of structural semantics, e.g., componential analysis (288–91). In his own study of a number of linguistic expressions in his corpus, Van Hecke illustrates in a user-friendly way how the results of empirical research of the distribution of

59 See Geeraerts (1997). See also De Prenter (2012), one of Van Hecke’s PhD students. She uses some of Geeraerts’s views for a description of the polysemy of חֶרֶם.

60 Van Hecke (2011, 292) acknowledges insights from the Phenomenological strand (§2.2.2, above), i.e., Lakoff and others. He has himself either supervised (see, e.g., De Joode 2018 and Van Loon 2018) or conducted a number of studies on conceptual metaphor (e.g., 2001b; 2003b), conceptual blending (2005b), and the role of metaphor and metonymy in meaning extension (e.g., 2001; 2007).
linguistic expressions can be integrated with critical use of available encyclopaedic information about these expressions.⁶¹

Van der Merwe began to appreciate the potential of CL around 2000. The usage-based thesis of CL aligned with his commitment to describing the ancient language afresh with a bottom-up approach. He was inspired by the perspectives on human categorisation that prototype theory made available, and by the fact that the extensions of linguistic senses could be explained in a principled way and then construed in terms of radially structured maps.⁶² Unlike van Wolde (2009), who made an informed choice to follow Langacker closely, Van der Merwe’s advances into CL were undertaken in a much more eclectic and piecemeal fashion.

---

⁶¹ See also Van Hecke (2001; 2003a). See also Leong (2019), a PhD dissertation obtained at KU Leuven with Pierre van Hecke and Dirk Geeraerts as supervisors. The dissertation is a semasiological study to understand the semantic structure of the verbal root שׁלם. Leong (2019, 21) regards frame semantics (as postulated by Fillmore) as his “methodological framework and distributional semantics as the systematic approach” to analyse his data. Somewhat surprising about Leong’s study is that he hypothesises that a cognitive semantic approach will assist him to better understand the meaning a BH verbal root—and also illustrate the new insights gained (2019, 209–10)—but he does not engage at all with other attempts to better understand BH verbal roots from a CL perspective, e.g., Van Wolde (2009); Shead (2011); Bosman (2011); Widder (2014).

⁶² See Van der Merwe (2003; 2006a).
Encouraged by the work of Rechenmacher (2004) and Van Steenbergen (2005), his first empirical study from a CL perspective was an onomasiological study of the concept ‘strength’. Although the study of particles (e.g., conjunctions, focus particles, and discourse markers) has been relatively marginal in CL circles (see the Cognitive Discourse strand in §2.2.4, above), Van der Merwe has conducted a number of cognitively inspired corpus linguistic types of studies in this regard. In most of his studies, an attempt is made (1) to establish prototypical and less prototypical uses and (2) to provide possible explanations for their polysemous relationships. For establishing the possible senses of function words, he typically draws on the description of equivalents of this closed class of constructions in English, German, and/or Dutch. Whenever possible, frame elements and/or syn-

63 Van der Merwe supervised this PhD project. Van Steenbergen (2005) illustrates the pivotal role of world view in the conceptualisation of negative moral behavior in the book of Isaiah and the implications this has for better understanding the prototypical and less prototypical lexical items referring to negative moral behavior in his corpus. See also Van Steenbergen (2002 and 2003) and Burton’s (2017, 24–25) critical assessment of his work.

64 See Van der Merwe (2006b). Van der Merwe (2018a) provides a semasiological description of the polysemous relationships of the senses of the verbal root חזק.

65 See Van der Merwe (2007; 2009a, 2009b; 2010; 2011; 2014). See also Miller-Naudé and Van der Merwe (2011).
tagmatic patterns that can be associated with particular sense distinctions\textsuperscript{66} are identified.\textsuperscript{67} Van der Merwe has also supervised postgraduate projects that describe the polysemy of other function words, each of which can be associated with the Cognitive Discourse strand (§2.2.4, above), e.g., purpose and result relationships in the case of Yoo (2012), conditionals in the case of Bivin (2017),\textsuperscript{68} and causal relationships in the case of Locatell (2017).\textsuperscript{69} A contribution of each of these studies, which drew as much as possible from cross-linguistic attested patterns of use, is the finding that a pivotal frame element for understanding the coherency relationship between utterances is whether a relationship of content, a relation of speech act, or an epistemic relationship is involved.

\textsuperscript{66} A similar approach has been followed by Bosman (2011) in her exploratory onomasiologically oriented study of lexemes that are typically associated with the concept of affection in BH.

\textsuperscript{67} Most of the findings of these studies are reflected in Van der Merwe, Naudé, and Kroeze (2017).

\textsuperscript{68} Dancygier and Sweetser’s (2005) use of mental space theory to better understand conditionals in English is the theoretical point of departure of this study. See (§2.2.4, above, on the Cognitive Discourse strand.

\textsuperscript{69} Locatell’s study is not limited to the causal functions of כִּי. Like Follingstad (2001), he investigates all uses of the particle in the Hebrew Bible. However, unlike the latter, Locatell is not convinced that כִּי must be understood as having “a single, highly abstract and invariant core and that context provides the variation of nuances” (Locatell 2019, 79). He uses cross-linguistic evidence to postulate a development path for the particle which explains its various senses and the polysemous relationships between them. See also Locatell elsewhere in this volume.
Consider, for example, the different types of coherency relationships in instances where causal relationships are involved.

1. קֶּלָּה אֶּֽנַי בְּכֵלָּהּ אֶֽנַי כְּרִיכָּמָּךְ וָרַעְּבִּֽךְ וָאִמְּדוּךְ
   ‘There was as no food in all the land, for the famine was very severe.’ (Gen. 47.13)

In (1), a content causal relationship is involved, since the grounds of a state of affairs in nature are due to the objective laws of nature.

2. יָאַמֶּר יָהֲוִּים אֶל־מַשְּׁה אֶל־רֹאֲשֵׁךְ אֲלִיתֵּיכְּךָ אַל־תִּירָא אִ֖תְוָא כִָּ֣י בּי דְך ָּ֥ תַַ֧תִּי אֲלָּתְוֵּֽךְ
   ‘But the LORD said to Moses, “Do not fear him; for into your hand I have given him.”’ (Num. 21.34)

In (2), the grounds of a speech act, in this case a directive “Do not be afraid,” are not based on any objective law of nature, but are connected to what a speaker says he/she will do. In other words, the causal relationship is subjectively construed by the speaker.

3. יָאַמֶּר נַתֲנָּן אֲדֻנְיָה אֲדוֹנִי לְהַמֶּלֶךְ אֲדֻנְיָה לתֵּלֶֽקֶל אֲדוֹנִי לְהַמֶּלֶךְ וְהָ֖וַוֵּֽא יֵשֵׁ֥ב עַל־כִּסְאֵ֑י׃
   כִּי וַיְרַדְּ הַיּוֹם וַַ֠יִּזְבַח שֵׁ֥ור וִּמְרִּיא־וְצָ֑א לְכָל־בְּנֵֹ֨י הַמֶֶ֜לֶךְ וְלְשֵׁ֥רֶי הַצָּבָּֽא וּלְאֶבְיָ֣וָוֵּֽו אַלֶּבָּ֔י תַּעְרַּלֵ֣ו מִמֹּֽרָת אֲדוֹנְיָ֖ה יִֽרְבָּ֥י הַמֶּלֶךְ...
   ‘And Nathan said, “My lord the king, have you said, ‘Adonijah shall reign after me, and he shall sit upon my throne’? For he has gone down this day, and has sacrificed oxen, fatlings, and sheep in abundance, and has invited all the king’s sons, the commanders of the army, and Abiathar the priest...’’ (1 Kgs 1.24–25)

In (3), again, a subjectively construed causal relationship is involved. In this case, the grounds for making the assertion in 1 Kgs
1.24 are the evidence that a speaker provides in v. 25; hence the label ‘epistemic relationship’. Causal relationships that are construed by speakers may involve one main clause and one dependent causal clause, e.g., in (2). Often, however, more than one ‘main’ and one dependent clause are involved, see, e.g., (3).

(4) כִּי יְִֽהוּדֵָ֣ע יְְ֭הוָ֣ה דֶָ֣רֶךְָּ צַדִּי קִֹּ֑ים וְדֶָ֖רֶךְָּ רְשׁ עִָּ֣ים ת אבִֵּֽד׃

‘For the LORD takes care of [lit. knows] the way of the righteous, but the way of the wicked will perish.’ (Ps. 1.6).

In (4), the grounds for why the psalmist can utter Ps. 1.1–5 is provided. In this case, the grounds provided confirm what has been said in vv. 1–5, in other words, a substantial chunk of text. Since, it could be argued that the grounds refer to something that both the addressee and the addressee already know, the ‘causal’ particle could also be translated in English as ‘yes’, ‘after all’, or ‘the fact of the matter is’. In BH, the common ground shared or not shared by interlocutors is not lexicalised in the case of causal יֹכ. However, in English (and many other languages) it could be lexicalised. To translate this particle adequately in English, one therefore needs insight into the possible coherency relationships of connectors.⁷₀ One type of function word that has received am-

⁷₀ The notion of different levels of coherency relationship is not a novel insight of CL; see, for example, Claassen (1983). The insights in this regard should rather be regarded as further evidence that languages typically reflect the subjective construals of their speakers; see also Verhagen (2005). This is why it has been fully embraced by CL scholars, see, e.g., Sanders and Sweetser (2009).
ple attention in CL circles is prepositions, in particular the preposition ‘over’.

A number of postgraduate projects supervised by Van der Merwe (Lyle 2012; Mena 2012; Lee 2016; Rodriguez 2017) did not use Lakoff’s ‘full specification account’ model, but rather the ‘principled polysemy account’ proposed by Tyler and Evans (2003). In these studies the polysemy of BH prepositions is typically explained in terms of crosslinguistically attested patterns of extensions, e.g., from a concrete spatial relationship to more abstract ones and/or paths of grammaticalisation. The polysemous relationship between the prototypical and less prototypical senses were in most cases construed by means of radially structured maps.

From the conclusion of Widder’s (2014) study, which she labels as an instance of cognitive semantics, it appears that she was influenced by Evans (2009) in the structure of her investigation of a BH lexical set that refers to the concept of ‘teach’ in ancient Israel. She first analysed the syntagmatic frames (e.g., clause types and participant roles) of each of the lexemes (in their

---


72 Evans (2019, 445) concedes that the single functional element posited by this model “is empirically inadequate to account for the range of non-spatial, ‘functional’ sense-units that develop over time, from the prototypical spatial sense”. According to him (2019, 454), his current “theory of Access Semantic” addresses this issue more satisfactorily.

73 Lemmer (2014) is not a student of Van der Merwe’s, but also used Tyler and Evans’s (2003) ‘principled polysemy account’ to describe in a Master’s thesis the polysemy of the preposition מִן in the book of Judges.

74 See also Hardy (2014), who focuses on grammaticalisation paths of BH prepositions.
various stem formations) of her set to establish each one’s semantic potential. In the light of the usage patterns, and with reference to relevant contextual considerations, she then established the prototypical sense of a particular lexical unit. After that, she profiled that prototypical sense against a universal concept of teaching that she had formulated. She acknowledges that in the latter approach she deviates from what is typically the case in CL. In short, Widder draws on basic insights from CL that she hypothesises can help her better understand the concept of teaching in BH and then illustrates the value of her approach.\textsuperscript{75}

3.3. Group 3

There are two monographs that are revisions of PhD dissertations that are difficult to associate with any of the trends mentioned above.

Burton (2017) displays acute awareness of the challenges inherent in the semantic analysis of an ancient language such as BH. She therefore sets out to develop a cognitive corpus-based approach that “pay[s] close attention to the textual evidence, and all clues available therein” (2017, 31). Unlike some of the onomasiologically oriented attempts referred to above, e.g., Van der Merwe (2006b), Bosman (2011), and Widder (2014), who merely postulate the possible members of the lexical sets of the concepts that they investigate, Burton develops a model to establish in an inter-subjectively verifiable way the lexical units that belong to

\textsuperscript{75} In this regard, her approach shows some similarities to that of Bosman (2011).
the concept that she investigates, viz. ‘glory’. For the frame analysis of the lexical set, Burton’s range of (admittedly subjective) parameters\textsuperscript{76} to consider is in line with what is called a ‘Behaviour Profile Analysis’.\textsuperscript{77} As far as the lexemes of the concept that she has investigated are concerned, Burton illustrates the benefits of her model for better understanding their use, relationships, and the differences between their uses.\textsuperscript{78}

Müller (2018) primarily uses the notion of ‘conceptual metonomy’ to investigate and explain the polysemous senses of the lexeme נֶפֶש. She illustrates convincingly that BH is by no means unique in its use (and extensions) of a body part term to profile a human being in terms of the typical experiences that are associated with that body part, in this case ‘throat’.\textsuperscript{79} Like in many other languages, the active zone body part may also be fully grammaticalised to become a pronoun.\textsuperscript{80}

4.0. Concluding remarks

CL is sometimes primarily associated with the study of the conceptualisations and processes behind the metaphors and meto-

\textsuperscript{76} She calls these parameters ‘semantic features’: identity, ascription, giving and taking, verbs, causal relations, reaction, association, metaphor, antonyms, idioms, and distribution.

\textsuperscript{77} See the Cognitive Sociolinguistic strand discussed in §2.3.3, above, and also Thompson and Lyle (2019, 127–48).

\textsuperscript{78} For a critical review of Burton, see Van der Merwe (2018b, 89–93).

\textsuperscript{79} For a critical review of Müller, see Van der Merwe (2019b).

\textsuperscript{80} See also Van der Merwe and Cornelius (2019).
nyms that pervade human language. CL has also, however, confirmed and refined a traditional maxim about linguistic meaning, namely, that it is embedded in situated human communication. Furthermore, it has highlighted the fact that language is a dynamic and complex system, and that meaning is both an individually embodied and socially grounded phenomenon that emerges as human subjects use their language. Since the inception of CL in the late 1970s, its shared commitments and theses have laid a firm foundation for research into both the nature of meaning and the meaning-extension of linguistic constructions.

The founding fathers of CL addressed the complexities of language from different angles. Langacker tried to provide an over-arching explanatory framework, first at clause level and more recently at text level. His framework(s) tends to remain relatively stable and leave room for different methodologies, which, of course, may be scrutinised.\(^1\) Lakoff appears to have embraced sometimes promising findings and methodologies that were popular, but have not always stood the test of time, e.g., his conceptual metaphor theory. Nevertheless, the challenges of refining some of his theses prompted more interdisciplinary initiatives, e.g., the use of corpus linguistics methods, sociolinguistic, and diachronic information, as well as linguistic-typological data and patterns of grammaticalisation to better understand (for example) polysemy.

The BH scholars discussed in this paper have responded in different ways to the promises and challenges brought forth by CL. Most of the studies that have been discussed above address

\(^1\) See, e.g., the critique of Van Wolde referred to above in fn. 51.
specific problems. Van Wolde (2009), and in some sense Van Hecke (2011), given the wider scope of their projects, are the exceptions in this regard. Van Wolde (2009) and Peters (2016) are also unique in opting to use Langacker’s model exclusively. Van Hecke has complemented the insights he gained from Langacker with those of, amongst others, Geeraerts. Van der Merwe and his students have been fairly eclectic in terms of methodological frameworks used in their investigations (of mainly function words). These frameworks have employed the basic theses of CL as points of departure. They also have typically been informed by insights from a linguistic-typological perspective.

A challenge for BH scholars remains that CL provides no ready-made ‘recipe’ for studying an ancient language. The methodological frameworks suggested by Shead (2011) and Burton (2017), as well as the questions noted above about Van Wolde’s interpretations, illustrate the problem. What this broad orientation also hints at is that a way to optimally use distributional data and statistical methods for establishing the different senses of linguistic expressions has yet to be established, both in CL and BH.82
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82 See the exploratory study of Thompson and Lyle (2019).
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The Classical Biblical Hebrew (CBH) word סֵפֶר ‘letter, written document’ and its Late Biblical Hebrew (LBH) counterparts אִגִּרֶת and כְּתֵב are well-known chapters in the historical study of the Hebrew language: the CBH term was partially replaced by new terms, due to the interference of Aramaic, but continued in the usage ‘book, scroll, writing’.²

¹ Most of the research for this paper was accomplished while I was the Experienced Research Fellow at the Martin-Luther University Halle-Wittenberg, generously supported by the Humboldt Stiftung. I want to thank the organisers of the conference Biblical and Rabbinc Hebrew: New Perspectives in Philology and Linguistics for inviting me and the participants for interesting comments and discussion.

² See Hurvitz et al. (2014, 26–27, 149, 194) and the bibliography there; Hendel and Joosten (2018, 20–21). For סֵפֶר as ‘letter’ in LBH cf. 2 Chron. 32.17; Est. 1.22; 3.13; 8.5, 10; 9.20, 25, 30; see Hendel and Joosten (2018, 150 n. 51). The translation ‘book’ does not imply ‘codex’, but rather ‘a long, apparently literary, composition’, transmitted on any physical carrier; see the discussion in Naudé and Miller-Naudé (2016).
Examination of the Ugaritic corpus shows that the ancient Northwest Semitic (NWS) lexeme *spr was not always the default term for a written document:³ it gained its position gradually, contending with other terms for ‘writing’, the word *lwh ‘tablet, letter’ the most important among them. The goal of this paper is to demonstrate the relevance of the Ugaritic data for the historical study of Hebrew—particularly of Hebrew lexical items—and to trace the semantic development of the noun *lwh from Ugarit to Qumran Hebrew (QH), comparing when necessary with the master-term *spr and other terms for writing.⁴

1.0. Ugaritic spr and lḥt

The Ugaritic lexicon (DULAT) distinguishes between the nouns spr III ‘counting, number’, explicitly related to the root s-p-r ‘count; tell’ (see ex. 1), and spr II ‘message, writing’, presumably borrowed from Akkadian šipru ‘message, matter’⁵

³ For spr ‘writing, inscription’ in Aramaic and Phoenician see DNWSI (799–801).

⁴ This research was finalised before Philip Zhakevich’s (2015) dissertation became known to me; I could not fully accommodate the results of his study (especially pp. 125–33) in the present paper.

⁵ See DULAT (756–57); it distinguishes between four main functions of spr II: (1) “tablet / register, list, inventory; in accounting, record of tribute; of instructions”; (2) “writing, document, warrant”; (3) “letter, missive”; (4) archival note of “reference, matter”. Hawley, Pardee, and Roche-Hawley (2015, 252) derive this noun from the root s-p-r ‘count’ and observe (note 64):
(1a) ḥpṭ d bl spr ṭmn d bl hg
‘mercenaries without number, archers without count’ (1.14 II 37–38, and parallels)

(1b) b py sprhn b špty mnthm
‘in my mouth (I have) their inventory, on my lips (is) their list’ (1.24:45–46).

In my view, there is no need to draw such a distinction, since the spr II used about ‘writing’ also has many usages connected to ‘counting, registering, and listing’, as in (2a)–(2b), clearly motivated by the root s-p-r, commonly for the sake of ‘accounting’, e.g., (2c):

(2a) spr npš d ṭr b mlk w b spr l št yrmʾl 3 šry 2…
‘record of the individuals who entered the house of the king, but who had not been put in a record: PN—3, PN—2…’ (4.338:1–6).6

(2b) spr bnš mlk d tāršn ṭmsn bṣr ḥbn špšyn
‘register of the personnel of the king who claim the cargo: PN, PN, PN’ (4.370:1–3).7

Its morphological structure was probably /sipru/. The word /sipru/ appears in various literary genres in reference to the inscribed tablet itself, e.g., spr ḫpr ‘document of rations’ (RS 17.106), or spr ḫ ḥl ‘document of sacrifices of the shades’ (RS 34.126, a funerary ritual). It is clear that, as spr + X defines the type of document, spr + PN defines who put the document into writing.

All Ugaritic examples in this paper are according to CAT/KTU.

6 See also 4.33:1; 4.288:1; 4.320:1; 4.322:1; 4.561:1; 4.714:1.

7 Cf. 4.141 I 1; 4.144:1; 4.367:1; 4.609:1; + many.
(2c) spr ḫb n sb dn m ḫm[x] kk rm ḏp[x] kbd ṭlt

‘account book of the bronze-smiths: five talents, one thousand (shekels) of copper’ (4.337:1–3).⁸

Apparently, due to interference of the Akkadian lexeme šipru/šipirtu ‘message, instruction’,⁹ spr acquired the meanings ‘document, instruction’, e.g., (3a)–(3b), ‘matter, document’, e.g., (3c), and ‘warrant, license’, e.g., (3d):

(3a) spr nʾm ššwm

‘(book of) instructions about the health of horses’ (1.85:1)

(3b) spr dbḥ ġlm

‘(record of) instructions for the sacrifice of the spirits’ (1.161:1)

(3c) spr šāb mq[dšt]

‘document concerning the water carriers of the sanctuary’ (6.25:1)¹⁰

(3d) spr mlk

‘royal warrant’ (3.12:13; see also 3.12:9)

Ugaritic had only one substantive spr: in poetry it is used twice for ‘number, inventory’; in prose it is used in administrative

---

⁸ See also 4.181:1; 4.369:1; 4.610 I 1; etc. The semantic link ‘count–recount = tell’ (cf. bank teller) / Zahl–erzählen, etc., is widely attested crosslinguistically.

⁹ The interference of the Akkadian lexeme šipru/šipirtu ‘message, instruction; commission, report, task’; cf. CAD (š 3: 73–84), presumably an early loan, indeed led to convergence with the Northwest Semitic derivative *sipru; cf. the discussion in Notarius (forthcoming).

¹⁰ See also 4.120:1; 6.24:1; 6.29:1; etc.
and procedural discourse dozens of times (approx. 80 occurrences), meaning both ‘list, record, register, account, document, inventory’ and ‘matter, instruction’.

The lexeme that intersects semantically with spr ‘written document’ is lḥt ‘tablet-letter, message’.11 On the surface, lḥt and spr demonstrate different distributions: if spr is used in administrative and procedural texts, lḥt is attested in correspondence; see ex. (4). I have counted up to 19 cases of lḥt referring to the content of a letter, i.e., ‘message from / about’, as in (4a), or to the ‘tablet-letter’ itself, i.e., ‘letter concerning’, as in (4b). In poetry there is one usage of lḥt ‘tablet(s)’, phrased with mlâk ‘message’ (4c):

(4a) lḥt šlm d likt
‘message of greeting that (she) sent’ (2.34:5–6)12

(4b) w lḥt bt mlk âmr
‘and the letter (about) the daughter of the king of TN’ (2.72:17)13

(4c) lḥt mlâk ym
‘the letter-message of DN’ (1.2 I 26)

Although most usages of spr ‘written record’ are in procedural, economic, and administrative texts, occasionally (five times) spr occurs in correspondence with the meaning ‘writing’

11 See DULAT (490). According to Fox (2003, 76), lḥ is an isolated Proto-Semitic nominal lexeme.
12 See also 2.39:17; 2.45:22–23; 2.46:10; 2.73:7, 12.
13 See also 2.31:43; 2.72:23; 2.87:18; 2.90:4; 2.98:31; 2.100:14, 16; 2.103:11, 12, 17; 2.104:11.
(5a), occasionally overlapping with lḥt in the meaning ‘message’, as in (5b)–(5c), although the lexeme lḥt  ‘message’ also overlaps with mlāk(t); cf. exs. (5c)–(5d). In one case both words are grouped together as the phrase lḥt spr ‘the tablet-letter of a message’, an equivalent of the poetic lḥt mlāk; compare (5e) with (4c) above:

(5a)  b spr štnn
     ‘put it in writing’ (2.108:14)\(^{14}\)
(5b)  k ytnt spr hnd ʾmk
     ‘when I gave this message (to be delivered) to you’ (2.88:5)
(5c)  lḥt qnîm d lik[t . bt . m]lk
     ‘the message concerning lapis lazuli that the daughter of
the king has sent’ (2.73:7)
(5d)  [w] mlāktk ūmy l likt
     ‘and your message to me you did not send’ (2.36:11)
(5e)  ʾky lḥt spr d likt
     ‘what about the message tablet that I sent?’ (2.14:6–7)

Ugaritic spr also corresponds to Akkadian ṭuppu in the meaning of ‘register, writing’; cf. (6a)–(6b) for parallel cases in Ugaritic and in the Akkadian of Ugarit:

(6a)  spr ʾrgmn šps
     ‘record of the tribute(s) to the Sun [= Hittite king]’ (4.610
     I 1) || [ṭup-pu an-nu-ú] ša ma-an-da[-at DINGIR.]UTU-ši
     (PRU 4 47 [RS 11.732]:1)
(6b)  št b spr ūmy

\(^{14}\) See also 2.10:19 (cf. 1.179:43 broken); cf. w ʾat lḥt rgm[ “and you
pronounce the letter” (2.73:12).
'put into writing for me' (2.10:19) || i-na ṭup-pī šu-uk-un-ni (PRU 6 18 [RS 19:53]:12)

The summary chart shows that Ugaritic lḥt is a technical word for ‘tablet-letter, message’, used once in poetry and many times in correspondence (18 times), while spr is a term for ‘counting’ in poetry (twice) and for both ‘list, inventory’ and ‘instruction, document’ in administrative and procedural discourse (about 80 times). The lexeme spr makes its first steps into the genre of correspondence in the meaning ‘writing; letter-message’ (five cases are attested), extending its functions at the expense of lḥt. Seen within the broader NWS context, Ugaritic attests the very beginning of the process:

<table>
<thead>
<tr>
<th></th>
<th>poetry</th>
<th>letters</th>
<th>administrative, procedural discourse</th>
</tr>
</thead>
<tbody>
<tr>
<td>lḥt</td>
<td>19</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>‘tablet’</td>
<td>‘tablet-letter, message’</td>
<td></td>
</tr>
<tr>
<td>spr</td>
<td>≈ 87</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>‘counting’</td>
<td>‘writing, message’</td>
<td>‘list, inventory; instruction, document’</td>
</tr>
</tbody>
</table>

2.0. סֵפֶר in Biblical Hebrew

In BH there are 191 cases of סֵפֶר, referring to some kind of written document—‘inscription, letter, written document, record,
book’, in CBH it is a default term for ‘letter, message’, in clear contrast to Ugaritic:

(7a) אִשֶּׁלֶ֖ת הַסֵּפֶּ֣ר אֵלֶּ֣לְקָֽדֶּדֶ֖ל יָשִּׁרְאֵ֥לְקָֽדָּאֵ֖ל ‘so that I may send a letter to the king of Israel’ (2 Kgs 5.5 + many)

(7b) כִּי·ָָ֥לֶ֖שֶׁךְ אֵלֶ֥ל יִשְׂרָאֵ֖ל ‘that my lord sent (him) the king’s [letter] and the officials’ letter[s’ (Lachish 6.3–4)

In Hebrew epigraphy there are up to 19 cases of סֵפֶר ‘letter’ in the correspondence from Lachish; cf. example (7b); the word לְִָּ does not seem to be attested at all in Hebrew epigraphy.  

15 See HALOT (766–67): the lexeme is used about 142 times in CBH and Transitional Biblical Hebrew (TBH) and 49 time in explicitly late books. Other terms in CBH include: יֵלִּ֝י ‘tablet’ (Isa. 3.23; 8.1); cf. Williamson (2011), מַלְכַּ֣ל ‘scroll’ used mainly in TBH (in Jeremiah, Ezekiel, Zechariah) and with symbolic meaning; cf. Hurvitz (1996). The term מַכְּבָּ֣ה ‘writing’ is used nine times in both corpus parts and can also mean ‘letter’.

16 The cases are counted with the help of the Accordance software; cf. also Aḥituv (2008, 498); Davies, Bockmuehl, and Lacey (1991, 450–51; 2004, 202); Dobbs-Allsopp (2005, 715). In Deir Alla I.1 the lexeme is used for the title of a long composition יֵלָ֔ף [בּ] ‘the book of Bil’am’.

17 The lexeme לְִָּ is relatively rare in ancient Northwest Semitic epigraphy. In Imperial Aramaic the lexeme is attested three times, in quite broken contexts: twice in the same text as a product with measurements: בַּּגֵו לֶשֶׁךְ אָּמָּמֶּד 3 פּוֹלֵּךְ פֶּרֶת פֶּרֶת 1 דוֹּּד הֶוָּה [וֹ] הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת הַשֶּׁדֶּךְ אָּמֶד 1 פֶּרֶת [וֹ] פֶּרֶת H}. Herein: another board, (length), nine cubits and a half; width, one cubit; thickness[ss, four handbreadths], another board, (length), five cubits; width, [one] cub[it], one[ handbreadth]; thickness, [x] handbrea[dths’ (TAD D3 26.3–4) and once apparently
‘tablet, plank’ is used 43 times in the Bible—among them, just once in an explicit LBH composition, parallel to a classical usage: ex. (8a); cf. also another time in the poetic Song 8.9 in the meaning ‘plank’. The rest of the cases are in CBH, particularly in the Pentateuch and in poetry; this is an explicitly classical literary usage. Most of cases in Pentateuch (plus one in 1 Kgs 8.9) refer to the two לֻחֹת הָאֶבֶן ‘stone tablets’, called לֻחֹת הָעֵדֻת ‘tablets of testimony’ in Exodus and לֻחֹת הָכָרִית in Deuteronomy ‘tablets of covenant’, embodying ‘ten sayings’ (משרתם חרביה), written on both sides (מעעית בבריהם) by God, sent, smashed, and rewritten by Moses; see ex. (8b). Several times לֻחַ refers to a concrete wooden piece of an altar, temple, or other construction (8c):

in a letter as a writing medium, [.....] ‘the board which is written / which PN wrote’ (TAD D7 19.9); see DNWSI (569). Schmitz (2009) makes a claim for the notion spr š lḥ ‘scribe on (stone-)tablet’ (KAI 37.15 = CIS I 86 A 14 [Phoenician Kition], and cf. line 17); the problem with this interpretation is that the relative pronoun is ṡš everywhere else in this inscription. He also points out a case in a Punic letter/religious hymn: ירדִבעמקִהלחִואחרסתִ ‘went down into the valley, the tablet and the bas-relief’ (KAI 145.8 = Hr. Maktar N° 64), observing

The Akkadian cognate leʾu ‘writing board, document’ can also designate wax-covered writing boards (CAD L, 156–57, 3). The ṭupšar leʾi designates a ‘scribe writing on waxed boards’. …Small limestone or gypsum tablets such as the one on which CIS I 86 A–B is written may also be indicated by the word lḥ.

Cf. DNWSI (570); Branden (1973); Krahmalkov (1975).
‘There was nothing in the ark except the two tablets that Moses put there at Horeb’ (2 Chron. 5.10 || 1 Kgs 8.9)

‘and I will give you the tablets of stone, with the law’ (Exod. 24.12)

‘he made it hollow, with boards’ (Exod. 38.7)

The fossilised use of לוחות אבן for ‘tablet of covenant’ generated a metaphorical use לוחות לבם ‘tablet of their heart’, referring to an internally incorporated moral demand or memory; see ex. (9a).

Twice the word is used in prophecy (in Isa. 30.8 parallel to ספיר) to denote a medium for engraving the record of a law or vision (9b):

(9a) מובחנתים

---

18 See also Exod. 27.8; 31.18; 32.15, 16 (2x), 19; 34.1 (3x), 4 (2x), 28, 29; Deut. 4.13; 5.22; 9.9 (2x), 10, 11, 15, 17; 10.1, 2 (2x), 3 (2x), 4, 5; 1 Kgs 8.9.

19 See also 1 Kgs 7.36 and לוחות עץ ‘cedar plank’ (Ezek. 27.5; Song 8.9).

20 See (M. Fox 2000, 145–47); he rejects Couroyer’s (1983) interpretation of the ‘tablet of the heart’ as a school tablet tied to the neck of a pupil.

21 In some interpretations לוחות עץ as a writing medium can mean a waxed wood-plank, similar to לוחות ‘door, column (of text)’, cf. Jer. 36.23; Lachish 4.3 (הבורות על הדברים); and cf. the discussion in Galling (1971) and Aḥituv (2008, 71).
‘The sin of Judah is written with an iron pen; with a diamond point it is engraved on the tablet of their hearts, and on the horns of their altars.’ (Jer. 17.1; see also Prov. 3.3; 7.3)

עָתְֶָּ֗הִּ בֶּ֣וֹאְָֽלָ֗תְֶָּ֗הִּ כְָתְָֽבְִָָ֥הִּ לַעֹלְָֽם׃

‘Go now, write it before them on a tablet, and inscribe it in a book, so that it may be for the time to come as a witness forever.’ (Isa. 30.8; see also Hab. 2.2)

In sum, although referring to different writing mediums—stone versus clay—Hebrew לֻח for ‘stone-tablets’ semantically correlates with the Ugaritic lḥt ‘clay-tablet, letter, message’: just as the way Ugaritic tablet-letters can refer to messages sent by gods to each other, or by the Sun (= Hittite king) to his vassal Ugaritic king, encompassing demands and conditions, so the biblical ‘tablets of covenant’ are a message sent by God to his vassal-people that embodies identification formula, statements, and requirements. However, the Ugaritic usage is much more mundane and flexible, referring to any kind of letter or message, while the Hebrew usage is fossilised and literary: it mainly refers to the covenant tablets and, partly metaphorically, to a medium for writing inner moral demand and visions.

22 Ugaritic lḥt is not used in the case of wooden ornamental pieces or construction.

23 See 1.2 I 26 in ex. (4c) discussed above and cf. 2.39, on which see Hallo, Younger, and Orton (1997, III:94–95). On the Decalogue as a personal address directly to the people see Tigay (1996, 62): “they are not usual legal ‘cases’ shaped as conditional ‘if … then...’”
The lexeme לוח practically disappeared from the LBH lexicon, only to reappear in the Qumran corpus. I have counted up to 24 cases of לוח (ספר is attested about 98 times) in non-biblical manuscripts, mostly in quotations or paraphrases of biblical texts, e.g., in Reworked Pentateuch and in Jubilees; many of these readings are reconstructed, as in ex. (10a):

(10a)

"The LORD said to me, “Carve out two [tablets of stone like the former ones] and come up to me on the mountain, and make an ark of wood. [I will write on the tablets] the words that were on the first tablets which” (4Q364 f26bii + e.3 = Deut. 10.1–2).24

(10b)

‘in the chain of judgement is the tablet of my heart...’

(1QHa 16.38; cf. 1QHa fC7.2, but very broken)

(10c)

‘Write down plainly on tablets, so that with ease [someone can read it]’ (1QpHab 6.15–16)

In some cases, the quotation or its context are modified, so that the expression acquires a new meaning. For example, the author of the Hodayot uses the expression לוח לבי ‘tablet of my heart’ rather than לוח לבם ‘tablet of their heart’ (10b), while

---

24 See also 4Q364 f26bi.6, 9; f26bii + e.3, 4, 5, 7, 8; 4Q216 1.3, 6.
‘write plainly on tablets’ in Pesher Habakkuk no longer refers to the prophetic vision, but to secret eternal knowledge (10c).

Apparently, the main lexical innovation of QH, comparing to the classical exemplars, is לוחות referring to a medium for writing eternal heavenly law, secret knowledge, and primordial historical order; the expressions לוחות העולמים ‘tablets of eternity’ and לוחות השמים ‘tablets of heaven’, unknown in classical sources, are typical in this respect (attested in Jubilees, the Temple Scroll, etc.); see ex. (11a):26

(11a) נַעֲצוּ ♂ כִּסְךָ ♂ בְּמִזְרָכָה ♂ [ר] [ל בַּלּותָה עָולָם]...

‘[...] in purify[ing] waters [...] on the eternal tablets’ (4Q512 f1–6.4)27

(11b) נַגְרָה [נַעֲצוּ ♂ בַּלּותָה עָולָם]...

‘...on a copper tablet’ (11Q19 34.1)

---


26 Interestingly, although the lexeme לַוִּית is not used a single time in Biblical Aramaic, it is used up to 14 times in Qumran Aramaic to denote the writing material ‘tablet, letter-tablet’ for registering prophetic knowledge and destiny (cf. in the Testament of Jacob 4Q537 and the Book of Giants 4Q203) that can be washed (2Q26 1.1); I thank Esti Eshel, who called my attention to this material.

27 See also 4Q221 f7.7; 4Q247 f1.1; 11Q19 7.3; cf. broken cases in 4Q177 f1–4.12; 11Q19 7.1; PAM43695 f72.2.
We are also informed of writing on a new medium: ‘a copper tablet’ (11b).

4.0. From *lhw to *spr and Back: Conclusions

The distribution and functional scope of *lhw in the Ugaritic, CBH, LBH, and QH corpora, particularly in correlation with the item *spr as a default term for ‘written document’, demonstrates that the Ugaritic data are indeed relevant for the historical analysis of the BH lexicon. In absolute numbers the following picture emerges (the percentage in parentheses represents the share of usages of lhw out of the combined occurrences of lhw and spr in the designated corpora):

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Ugaritic</th>
<th>CBH and Epigraphy</th>
<th>TBH</th>
<th>LBH</th>
<th>QH</th>
</tr>
</thead>
<tbody>
<tr>
<td>*lhw</td>
<td>19</td>
<td>(21%)</td>
<td>3</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39 + 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*spr</td>
<td>87</td>
<td>122 + 19</td>
<td>27</td>
<td>49</td>
<td>98</td>
</tr>
</tbody>
</table>

These numbers show that in Ugaritic, CBH (here including Iron Age epigraphy) and QH, the proportion of *lhw and *spr is about the same, while in TBH and particularly in LBH the share of *lhw is considerably smaller.

The semantic distributional factor is equally important. In Ugaritic these words refer to the same medium for writing (a clay-tablet), but they show functional complementary distribution: lḥt is for letters; spr is for other types of documents, such as lists, accounts, registers, and exhibits just the initial signs of expanding into the sphere of correspondence. In CBH, by contrast,
this process is at its very end, and סֵפֶר denotes any kind of written documents, including letters, while the function of לוּח is limited, mainly in the Pentateuch, to a fixed literary idiom referring to the Tablets of the Covenant, and, by analogy in poetic language, to a medium for prophetic writing or, metaphorically, for human thoughts; the CBH usage ‘wooden plank’ does not have a parallel in Ugaritic. LBH practically abandons the lexeme. QH revives the classical idiom and enriches its metaphorical and symbolic meaning,\textsuperscript{28} turning לוּח into a medium for eternal, primordial knowledge and law, innovating the phrases ‘לוחות העולמים’ ‘tablets of eternity’ and לוחות השמים ‘tablets of heaven’, attesting also לוח נחושת ‘tablet of copper’.

To a certain extent the ‘sacred’ sphere shows the most typical evolution of *lḥt: from the message-tablet that gods send to each other (in poetic usage), exactly like human communication in Ugarit; to the divinely written tablets that are transmitted to people in the classical biblical usage; to the heavenly pre-existent eternal tablets with the law, commandments, and historical order in Qumran.
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1.0. The Location of Tekoa

The vast majority of scholars continue to identify the home village of the prophet Amos with Tekoa\(^1\) on the edge of the Judean wilderness—even though there is little or no evidence to support this assertion. A minority of scholars, the present writer included, identifies the home village of Amos with Tekoa in the Galilee—an assertion for which, as we shall see, there is considerable solid evidence.

1.1. Southern Tekoa

The former village is known from several references in Chronicles, especially 2 Chron. 11.6, where it is mentioned, alongside Bethlehem, in a list of cities fortified by Rehoboam in Judah. See also 2 Chron. 20.20, with reference to the journey by Jehoshaphat and his entourage לְמִדְבַּר תְּקֹוע ‘to the wilderness of Tekoa’\(^2\). The genealogical records in 1 Chron. 2.24 and 4.5, referencing a

---

\(^1\) More properly \textit{Təqoּא} (or even \textit{Təqōa}), but I will continue to use the time-honoured English spelling of Tekoa.

\(^2\) See also the reference to the ‘wilderness of Tekoa’ in 1 Macc. 9.33.
Judahite named Tekoa, may also encode the name of this village. The name of the site lives on in the name of the Arab village of Tuquʿ and the adjoining ruin of Khirbet Tequʿa, about 8 km south of Bethlehem.³

1.2. Northern Tekoa

Northern Tekoa, by contrast, is not mentioned explicitly in the Bible, but its existence is well known from rabbinic sources.⁴ See especially T. Sheviʿit 7.15, where the village is mentioned in connection with Gush Halav. In addition, northern Tekoa is most likely the reference in the saying recorded in תקועה אלפא לשמן ‘Tekoa is the best for oil’ (M. Menaḥot 8.3 MS Kaufmann), תקועה תקועה תקועה אלפא לשמן ‘Tekoa is the best for oil’ (T. Menaḥot 9.5 MS Vienna).⁵ While both of the following passages require elucidation, note the (probable) connection between first-rate olive-oil and the tribe of Asher recorded in מֵאָשֵֵׁ֖ר שְמֵנַָּ֣ה ל חְמ֑וֹ וְה֥וּא יִתֵֵׁ֖ן מ ַֽע ד נֵי־מֶַֽלֶךְ׃ ‘(from) Asher,⁶ his bread is rich-with-oil, and he gives-forth royal

³ As so often in historical-geographical research, the first modern scholar to make the identification was Edward Robinson (1841, II:182–84). For the evidence of the Madaba map, see Donner (1992, 60).
⁴ See the convenient survey in Klein (1938, I:157).
⁵ For discussion, see Graetz (1865, 476).
⁶ I here follow the majority of scholars by removing the initial letter mem of this verse and attaching it to the last word of the previous verse, with the sense of ‘their heel’ (see already the Septuagint).
dainties’ (Gen. 49.20) and: ‘he dips his foot in oil’ (Deut. 33.24).

Above I stated that northern Tekoa is not mentioned explicitly in the Bible (for example, in the lists of toponyms in the book of Joshua), but closer inspection reveals several references thereto. Jer. 6.1 connects Tekoa and Bet ha-Kerem, with the implication that both are located in the north. As evil (that is, the Babylonians) approaches from the north (see also Jer. 1.13–14; 4.6; 6.22; etc.), the prophet calls for shofar-blasts and fire-signals to warn of the impending danger. Bet ha-Kerem refers to the valley in the northern part of Israel, running on an east-west axis, separating the Upper Galilee to the north and the Lower Galilee to the south, for which see בִּקְעַת בֵּית כֶּרֶם ‘the valley of Bet-Kerem’ (M. Middot 3.4; M. Niddah 2.7 MS Kaufmann), with reference to red soil. See also T. Niddah 3.11, with mention of בִּקְעַת בֵּית כֶּרֶם ‘the valley of Bet-Kerem’ alongside three other Galilean valleys (Sakhne, Yotvat, and Ginnosar). The former (that is, Tekoa), accordingly, must be identified with northern (and not southern) Tekoa.

---

7 Here and throughout this article, my translation technique tends to be hyperliteral; plus, I employ certain devices, for example, hyphenation when two or more English words are required to render a single Hebrew word.

8 As we shall see below, one of the possible locations for northern Tekoa is within the territory of Asher.

9 In general, see Klein (1939, I:15). In a different context see also Way-yiqra’ Rabba 30.1 (689:2).

10 I realise that the vast majority of commentators on Jeremiah, if not all of them, associate Tekoa in Jer. 6.1 with Tekoa in the wilderness of
The second biblical passage is the most famous of all, namely, the story in 2 Samuel 14: the wise woman of Tekoa, fetched by Joab to speak to David to present her parable before the king, hails from northern Tekoa, as may be observed via the Israeli dialectal features in her speech. See also B. Menaḥot 85b, where the sages identify the home of the wise woman of Tekoa with northern Tekoa, located specifically in the tribe of Asher (and see further below).

As to the specific location, based mainly on literary references, historical geographers such as Gustaf Dalman, Shmuel Klein, and Michael Avi-Yonah have identified northern Tekoa with Khirbet Shema, located on an eastern spur of Mt. Meron (Jebel Jarmaq). The excavators of the site, led by Eric Meyers, accept the identification.

2.0. The Tekoa of Amos

The foregoing brings us to Amos 1.1, the only mention of Tekoa in the Bible not yet discussed. The book opens as follows, with the first part of the superscription: דִּבְרֵַּ֣י עָמ֔וֹס א שֶר־הָיָ֥ה ב נֹקְדִֵׁ֖ים מִתְק֑וֹע

Judah and Bet ha-Kerem with a place near Jerusalem; see, e.g., Holladay (1986, 205); McKane (1986, 139–40); Lundbom (1999, 416); Fretheim (2002, 119–20). These identifications thereby require considerable geographical gymnastics, for example, by assuming that the prophet already is warning sites to the south of Jerusalem, or by assuming a Babylonian approach from the south (starting in Lachish, presumably), even though Jer. 6.1 explicitly states מִצָפוֹן ‘from the north’.

11 See Rendsburg (2014, 166).

12 For references, see Meyers, et al. (1976, 11).

13 See the discussion in Meyers, et al. (1976, 11–16).
‘the words of Amos, who was among the stockmen from Tekoa’. In Amos 7.14, the prophet refers to himself as a בוקר ‘herder’ and a בולס שקומים ‘tender of sycomores’. Notwithstanding the apparent connection between the former term and בקר ‘cattle’, in the next verse, 7.15, Amos states that God took him מכם חرى הציון ‘from behind the flock’, implying his work with sheep and goats. The more crucial term, of course, is his latter occupation, בולס שקומים ‘tender of sycomores’ (with reference to one who notches the sycomore figs to enhance the ripening process).14

The problem, recognised by all, including those who would place Amos in southern Tekoa, is that sycomore trees do not and cannot grow in the Judaean wilderness. Note the following two passages especially:

1. ויהו המלך אתךכסוק ירושלם כסיף והאורים כן בקומה אשшибו

‘and the king made the silver in Jerusalem (plentiful) as the stones, and the cedars he made plentiful like the sycomores in the Shephelah.’ (1 Kgs 10.27)—with sycomore trees associated with the Shephelah15

2. מִכְּפֶר הַגְּנֵיָה לֹם שלָל כָּל שׁאויו מַגְּדֵל שִקְמִים גָּלִיל הָעֶלְיוֹן מִכְּפֶר הַגְּנֵיָה

‘from Kefar Hananiah upward, wherever one does not raise sycomores, it is the Upper Galilee; from Kefar Hananiah downward, wherever one raises sycomores, it is the Lower Galilee.’ (M. Sheviʿit 9.2)

---

14 For a thorough survey of the terms, see Steiner (2003).

15 See also 1 Chron. 27.28; 2 Chron. 1.15; 9.27.
The presence or absence of sycomore trees is cited as a natural
discriminant between Upper Galilee (which lacks them) and
Lower Galilee (where the trees grow).

True, there is mention of a sycomore tree in Jericho in Luke
19.4 (the story of Zacchaeus, the chief tax collector), but we can
ascribe the presence of the tree there to the lush oasis which
makes Jericho possible.

Those who would place Amos in southern Tekoa, on the
edge of the Judean wilderness, explain the difficulty by assuming
that he tended to sycomore trees in the Shephelah during the ‘off-
season’ (as if those engaged in animal husbandry ever have an
‘off-season’) or that he took his flocks with him over a longer-
than-average distance.16

All difficulties are removed, though, if we identify the
Tekoa of Amos with the village of that name in the Galilee.17 Such
was stated long ago in Pseudo-Epiphanius, De vitis prophetarum
(Lives of the Prophets), with specific mention of the territory of
Zebulun,18 and then in the Middle Ages by David Qimḥi, with
specific mention of the territory of Asher (no doubt derived from
B. Menaḥot 85b, mentioned above).19

---

16 See the discussion in Rosenbaum (1990, 49–50); for a more recent
opinion promoting this idea, see Steiner (2003, 101–2).
17 True, if the equation of northern Tekoa with Khirbet Shemaʿ is ac-
cepted (see above), this places us in the Upper Galilee, but only ca. 5
km north of Kefar Ḥananiah.
18 For the original, see Migne (1864, 405–6).
19 For these two sources, see Graetz (1865, 476) and Speier (1953, 305–
6).
3.0. Amos as a Northern Prophet

In addition to the two sources just cited (with the latter one, David Qimḥi, better known), one occasionally finds a modern scholar who argues for a northern homeland of the prophet Amos. The most noteworthy effort in this direction is that of S. N. Rosenbaum (1990). Two significant findings are repeated here.

3.1. Amos Accused of Treason

In the famous passage in Amos 7.10, Amaziah, the priest of Bethel, sent a message to Jeroboam II of Israel accusing Amos of treason: קָשֶׁר עָלֶֶ֜יךָ עָמִ֗וֹס ‘Amos has qāšar-ed against you’. In a thorough lexical study, Rosenbaum (1990, 37–39) demonstrated that the verbs and nouns derived from ק-ש-ר q-š-r are used in the Bible only when the ‘citizen’ of one country conspires against his or her own king. A foreigner (which would be Amos’s status, had he hailed from Tekoa of Judah) cannot q-š-r against the king of his resident land. Examples follow:

2 Sam. 15.12 Absalom against David
2 Sam. 15.31 Ahitophel with Absalom
1 Kgs 15.27 Baasha against Nadab
1 Kgs 16.9 Zimri against Elah
2 Kgs 9.14 Jehu against Joram
2 Kgs 10.9 Jehu against the House of Ahab
2 Kgs 11.14 Athaliah accuses Joash ק-ש-ר ק-ש-ר ‘treason, treason’
2 Kgs 12.21 servants against Joash
2 Kgs 14.19 unnamed Judahites against Amaziah
2 Kgs 15 (4x) in northern kingdom
2 Kgs 21.23 servants against Amon
As such, Amos must be a ‘citizen’ of the northern kingdom of Israel, implying that he hails from Tekoa in the Galilee.

3.2. Amos Instructed to Flee to Judah

In another famous passage, Amos 7.12, Amaziah orders Amos to flee to Judah: בּּ-ר-ח ‘seer, go, flee to the land of Judah’. In a second lexical study, Rosenbaum (1990, 35–37) demonstrated that the verb בּ-ר-ח always refers to fleeing from one’s own country to a foreign land. Examples include:

- Gen. 27.43 Jacob to Harran
- Exod. 2.15 Moses to Midian
- Judg. 9.21 Jotham from Shechem to Be’er
- Judg. 11.3 Jephthah to the land of Tov
- 2 Sam. 4.3 people of Be’erot to Gath
- 2 Sam. 13.37 Absalom to Geshur
- 1 Kgs 11.17 Hadad to Egypt
- 1 Kgs 11.23–24 Rezon from Zobah to Damascus
- 1 Kgs 11.40 Jeroboam to Egypt
- Jer. 26.21 Uriah to Egypt
- Jon. 1.3 Jonah to Tarshish

As such, for Amos to בּ-ר-ח ‘flee’ to Judah, per Amaziah’s instructions, his home must have been located in the northern kingdom of Israel.

4.0. Israeli Hebrew in the Book of Amos

The first three sections of this article serve as necessary background material, in order to establish the fact (that is, from my perspective) that Amos hails from northern Tekoa, a village in
the Lower Galilee somewhere in the general Asher-Zebulun region. This finding explains why so many Israeli Hebrew (IH) lexical features appear in the prophet’s diction.

The single scholar who laid the foundation for this analysis is Chaim Rabin, in his classic article לשוןם של עמוס והושע (1981). Notwithstanding the title, almost the entire article deals with Hosea, in which, truth be told, there are many more northern features than are present in Amos. The present article, accordingly, picks up the mantle of identifying northern features in the book of Amos, adumbrated by Rabin forty years ago, even if he treated them only marginally.

In what follows, I present the IH features in outline form, which should suffice to permit the reader to follow the analysis. For the shorthand references to the dictionaries, translations, etc., see the abbreviations incorporated into the References section at the end of this article.

### 4.1. IH Features in Amos 6

For reasons that are unclear, Amos 6 contains the greatest concentration of IH features. On the one hand, this may simply be a coincidence. On the other hand, the doom and downfall of the kingdom of Israel is expressed more strongly in this chapter than

---

20 In both §§4.1 and 4.2, the individual items are presented in order of their appearance in the book of Amos. Some may bear greater weight and have greater significance than others, though I leave that possibility aside for the nonce.

21 Note also MH = Mishnaic Hebrew, which to my mind constitutes a northern spoken dialect of the post-biblical period (Rendsburg 2003), and QH = Qumran Hebrew.
elsewhere in the book. Possibly the prophet sought to drive home the point more strongly with the rhetorical flourish created by his employment of lexemes associated especially closely with the northern dialect. While this is a subjective judgment, it may, nonetheless, explain the high concentration of IH traits in the chapter. Note further that all six of the following items are elucidated with recourse specifically to Samaritan Aramaic (with only an occasional nod to other dialects). Did these usages remain in the land for hundreds of years, even after the destruction of the northern kingdom, only to resurface in Samaritan Aramaic centuries later?

4.1.1. ‘bring’

(3) המנדים לימים יגע ותשיגו משכת חמס:

‘(you) who bring the day of evil, and you bring-near the seat of violence.’ (Amos 6.3)22

Note the parallelism with נ-ד-י (hifʿil) ‘bring near’, hence in Sam. Aram. נ-ד-י ‘bring’ (Tal 2000, II:503–4), for example:

(4) והביאה ליאבל:

‘and bring me that I may eat’ (Gen. 27.4) || ונהוג ליאבל (Sam. Tg.)

(5) ואזל אשו חשבה לשוד ציד לעבאים:

‘and Esau went to the field to hunt game to bring.’ (Gen. 27.5) || ואזלו אשו לכרת למסוד ציד למגואו (Sam. Tg.)

22 Elsewhere only אמרים אחים שנאיכם מ stringWith נ-ד-י ‘your brothers hate you, cast you out’ (Isa. 66.5), where the verb derived from נ-ד-י means ‘cast away’, for which see Ugaritic n-d-y ‘emit, throw, take off (clothing)’, MH נידוי ‘excommunication’.
4.1.2. סָרוּח ‘sinful, transgressing’ (of humans only in Amos)

(6) ‘and transgressing on their couches’ (Amos 6.4)

(7) ‘and the mirzeah of the transgressing-ones shall fall-aside’ (Amos 6.7)


(8) ‘will you indeed sweep-away the innocent with the guilty?’

(9) ‘those who recite to the tune of the harp, (and) like David devise for themselves vessels of song.’ (Amos 6.5)

Sam. Aram. (Tal 2000, II:699 s.v. פֹרְטִים, with cross-reference at II:702 s.v. פִּילֶא), with several instances in Tibat Marqe. Montgomery (1906, 51–52) cited a Samaritan Hebrew hymn:

23 According to Ma’agarim database of the Academy of the Hebrew Language, the root with this meaning was revived in Payṭanic Hebrew.
‘God – let us give to him praise, God – let us recite to him all songs’

4.1.4. מְתָאֵֵ֤ב אַָֽנֹכִּ֙יֵּ֙ אתּ-גְּאָוָ֣ן יַֽע קֹ֔ב וְא רְמָנֹתֵָׁ֖יו שָנֵ֑אתִי
‘I despise the pride of Jacob, and his citadels I hate’ (Amos 6.8)

ב-א-ת (II) ‘despise’ (hapax), weakening of guttural from ב-ע-ת.٢⁴
Cf. Sam. Heb., with weakening of the gutturals, including ñ > ș.
Ben-Hayyim (2000, 38): “Fluctuations of אָה”א in SP provide clear evidence that no later than the end of the Second Temple period the guttural consonants began to weaken.”

4.1.5. ס-ר-ף ‘smear with resin’

וֹוּנְשָא דֵּרֶך שֶׁמֶרֶפֶּר לְהוֹצִַּ֣יא ע צָמִים מִן־ה ב יִת ‘and his kinsman shall carry him and smear-him-with-resin, to remove (his) bones from the house’ (Amos 6.10)


٢⁴ The connotation of the homonymous root ב-א-ת (I) ‘long for’ (2x in Psalm 119) does not fit here.

٢⁵ Both the MH verb (1x: T. Miqwa’ot 6.21) and the Sam. Aram. verb occur in the G-stem (qal/pe’al), while the form in Amos 6.10 appears as a D-stem participle. The solution to his problem is to re-analyse ש-ר-ף.
(13) יְזִיתִים יִהְיוּ לָךְ בְּכָל־גְּבוּלֶךָ וְשֵֶּן לֹא תָסְוִךְ
‘you will have olive trees throughout your territory, but
you will not anoint yourselves with oil’ (Deut. 28.40) ||
(14) זְרֵיזִי
(Sam. Tg.)
(14) ‘balsam’ (Gen. 37.25) || שְׁרֵף קַטֶּפֶת (Tg. Ps.-J.)

4.1.6. רְסִיסִים ‘splinters’

(15) תַּחְרוֹת הַנֵּדְּגֵּל רְסִיסִים
‘and He shall smite the great house (into) splinters’ (Amos
6.11)

Aramaic ר-ס-ס ‘crush’ (most dialects), e.g.,

(16) וְקֻצַּב חַצֵּיقانون בַּחַת קֹלַח לֹא תְּכִרֵּב לִיהוָה
‘And anything with its testes bruised or crushed or torn or
cut you will not offer to YHWH.’ (Lev. 22.24) ||
(17) וְדִמרִיס וְדִרסִיס וְדִשלִיף וְדִגִּיר לֹא תְּכִרֵּבוּ קָדָם יְי
In your great triumph you break your opponents’ (Exod.
15.7) ||
(18) וְלֹא רְסְרוֹת הַרְּסָרָתָה וְשּׁבַר הָשְּׁבָר מַשָּׁבְחוֹת:
‘but shall tear them down and smash their pillars to bits.’
(Exod. 23.24) ||

Rendsburg (1987, 34).

26 Only here with this meaning; see elsewhere Song 5.2 with the meaning ‘droplets’.
and crush their bones, and smash their arrows’ (Num. 24.8) ||

See Drower and Macuch (1963, 436); Tal (2000, 841); Cook (2008, 268). MH: ‘broken’ (M. Shabbat 8.5); ‘after one crushes’ and ‘until one crushes’ (M. ʿUqṣin 2.5–6).

**4.2. IH Features Elsewhere in the Book of Amos**

Additional IH features appear scattered throughout the book of Amos. In the preceding section, all six features were lexical items (though the case in §4.1.4 includes a phonological aspect). In what follows, the majority once again are lexical features, though a few items constitute grammatical traits.

**4.2.1. נֵקְדֵּים ‘herder, rancher, stockman’**

‘the words of Amos, who was among the stockmen in Tekoa’ (Amos 1.1)

Elsewhere only 2 Kgs 3.4 (Mesha) and Ugaritic *nqd* (cf. also Akk. *nāqidu*).²⁷

---

²⁷ Most scholars (see, e.g., Eidevall 2017, 91–96) consider the superscription in Amos 1.1 to be the result of (presumably Judahite) editorial activity, and thus the presence of the word נֵקְדֵּים may not carry any linguistic significance. The point remains, however, that the word appears only in Amos 1.1 and 2 Kgs 3.4, and never in a demonstrably Judahite text.
4.2.2. 'lass' (with reference to Edom)

וְשִׁחַ֣ת רַחֲמִ֔ים לְעֵֽד אֶין֙ (21)
‘and he destroyed their lasses, and his anger tore-on forever’ (Amos 1.11)

Elsewhere only Judg. 5.30, Ugaritic, Moabite; see Rendsburg (2014, 174–75). 28

4.2.3. 'couch'

כָּן יִנָּצְל֣וּ בְנֵי יִשְׂרָאֵל הַשָּׁבַיִם בְּשַׁמְרוֹן הַיָּשָׁבִים בְּשֵׁמַח בְּדַמְאֵשׁ שָׁרֵשׁ (22)
‘so shall the children of Israel be saved, those who dwell in Samaria, with the corner of a bed, and with the damask of a couch.’ (Amos 3.12)

הַשָּׁבַיִם עַל־מִטָּה שֶׁנֵּרֵחֵם עַל־עַרְשָׁתָם (23)
‘(you) who lie on beds of ivory, and transgressing on their couches’ (Amos 6.4)

שׁרֵשׁ ‘couch’: Deut. 3.11 (Bashan); Prov. 7.16; Job 7.13; Song 1.16; 29 Ugaritic (DULAT, 185); Aramaic (all dialects); MH נַעֲרֶשֶׁה ‘couch’ (2x Mishna / 17x Tosefta).

4.2.4. 'seek good, and not evil' (Amos 5.14)

Negative particle אַל followed by a noun, as in Deir ‘Alla. For examples, see Rendsburg (2003a, 24, no. 15).

28 For the argument that that לקימא means ‘his lasses’ here (and not ‘his compassion’), see Paul (1971, 402–3; 1991, 64–65).

29 Admittedly, this lexeme occurs occasionally in Judahite sources as well: Ps. 6.7; 41.4; 132.3 (though the latter also may be an IH poem).
4.2.5. לֶּשׁ ‘latter growth, late-sown crops’

Thus Adonay YHWH showed me: and behold, (he was) creating locusts at the start of the sprouting of the latter-growth, and behold, the latter-growth after the hay-mows of the king.’ (Amos 7.1)

Cf. Gezer Calendar, ln. 2 רָדוּ לֶּשׁ ‘two months of latter-growth’ (= Shevat-Adar). Attested as laqsi or laqši in Galilean villages (see Sonnen 1927, 81; Bassal 2005–2007, 99–100).

4.2.6. חֵלֶק ‘field’

and behold, Adonay YHWH was calling to contend with fire; and it consumed the great deep, and it consumed the field.’ (Amos 7.4)

Elsewhere הבָּחֵלֶק יִזְרְעֵאל ‘in the field of Jezreel’ (2 Kgs 9.10, 36, 37)—with reference to the death of Jezebel; perhaps also Hos. 5.7. Cf. Aramaic חַכְלָא, Akkadian eqlu, both with metathesis.

The feminine form חֶלְקָה ‘portion’ occurs throughout the Bible, usually in the phrase חֶלְקָה הַשָּדֶה ‘portion of the field’ (7x), but the masculine form is an IH feature.
4.2.7. ‘тин’ (Amos 7.7–8) (cf. Akk. annaku) (‘lead’ [?], plumb line’ [?])

Regardless of meaning, note the qatāl nominal form. Alternatively, or concurrently, note the possible pun with the 1cs pronoun ‘I’ in

(26) הֲנֵֵּ֙י שֵָּ֤ם אֵנָךְֵ֙ בְּקֵֶּ֙רֶבֵּ֙ עִמִּ֣י יִשְרָאֵ֔ל
‘behold I am placing a plumb-line / myself in the midst of my people Israel’ (Amos 7.8)

See Novick (2008) and Notarius (2017, esp. 61‒63, 70‒73), with an eye to the Phoenician form ʾאנך ‘I’.31

4.2.8. ‘ישחק’ (Amos 7.9, 16) (instead of the standard form ישחק)

Elsewhere only Jer. 33.26; Ps. 105.9. Qumran Aramaic (4x), though see also QH: ישחק (20x) /淤חכ (1x) / יָצֹה (4x). Cf. Syriac יָצֹה > Arabic ʾishāq.

4.2.9. ‘end’ / קים (in pause) ‘summer-fruit’ (Amos 8.2)

The wordplay works best if the latter form reflects monophthongisation of ay > ʾē, as in Ugaritic and Phoenician (Notarius 2017, esp. 63–64, 74–80).

31 For the most recent study on the Phoenician 1st common singular pronoun, albeit with a different focus, see Loder (2019).
4.2.10. ‘היכל’

וּוְהֵילִֶ֜יל שִירֵּ֤וֹת הֵיכָלֵ֙ב יַ֣וֹם ה֔וּא נְאִֽם יְהוִ֑ה

‘and the songs of the palace shall wail on that day, declaims Adonay YHWH’ (Amos 8.3)

The end of Israel (v. 2) will result in the howling female singers in the palace (not the temple).\(^{32}\)

IH feature: 1 Kgs 21.1 (Ahab); Hos. 8.14; Joel 4.5 (Phoenicia); Amos 8.3; Ps. 45.9, 16; Prov. 30.28. See also: Ps. 144.12 (? – late); 2 Kgs 20.18 || Isa. 39.7 (king of Babylon); Isa. 13.22 (Babylon); Nah 2.7 (Assyria). Cf. Ugaritic (Aqhat; Kirta) and Aramaic (Ahiqar; Dan. 5.5; etc.).

5.0. Conclusion

The sixteen features (mainly lexical, several grammatical) analysed above, especially when viewed collectively, reveal the extent to which IH permeates the book of Amos. This crucial point, especially when viewed in conjunction with the geographical considerations outlined above, demonstrates (to my mind at least) that Amos was a northern prophet.\(^{33}\)

Two of the sixteen features (along with a third item) have been discussed in depth by Tania Notarius, though she reached a different conclusion. In her estimation, Amos was “a Judean man,

---

\(^{32}\) Andersen and Freedman (1989, 798): “The female singers point to the palace rather than the temple.” The form שִירוֹת implies ‘songs’, though via metonymy one may assume ‘those (females) who sing the songs’.

\(^{33}\) Note further that the element נְאִם is relatively common in Phoenician and Punic personal names (Benz 1972, 378–79; Stamm 1980, 137).
a native speaker of Southern Hebrew who is sensitive to the pho-
etic peculiarities of different dialectal speech” (Notarius 2017, 81). Clearly this remains possible—I myself have written exten-
sively on the subject of style-switching and addressee-switching (Rendsburg 2013a, 2013b, 2015). But in light of (a) the collective weight of the sixteen features discussed herein and (b) the geog-
raphical and political (if you will) considerations presented above in §§1.0‒3.0, to my mind one should conclude that Amos was a resident of northern Israel who used his native patois to challenge the *status quo* (on many levels) of king, cult, and society in the kingdom of Israel.\(^34\)

This conclusion has a far-reaching impact beyond the realm of Hebrew linguistics. If correct, then we must rethink the early history of classical prophecy in ancient Israel, as the first two prophets, Amos and Hosea, would then *both* be considered north-
erners. The unique genre of classical prophecy (unique in the an-
cient Near East, that is) is a product of northern Israel. Soon thereafter the genre spread to Judah, in the persons of Isaiah and Micah—but this singular enterprise commenced in the northern kingdom of Israel.
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ATTITUDES TOWARDS RABBINIC HEBREW AS REFLECTED IN HEBREW GRAMMARS DURING THE JEWISH ENLIGHTENMENT

Yehonatan Wormser

1.0. Introduction

Ever since ancient times, Biblical Hebrew (BH) has been considered the ideal form of Hebrew and the exemplary style for Hebrew writing. Rabbinic Hebrew (RH), on the other hand, has usually been viewed as a secondary, epigonic dialect, less suitable as a source of vocabulary and style for later Hebrew. As is well-

1 This research was conducted with the support of the Russian Science Foundation (project no. 17-18-01295), Saint Petersburg State University.

2 One famous expression of this attitude is found in Judah ibn Tibbon’s (Spain and Provence, late 12th–13th centuries) introduction to his translation of Ḥovot ha-Levavot, the well-known Rabbi Bahye ibn Pakuda’s (Spain, 11th century) philosophical work. He finds it necessary to apologise for the use of rabbinic words in his translation even when it might have been possible to find a biblical equivalent; see Halkin (1963, 246); Sarfatti (2003, 31–32).
known, this approach was clearly reflected in the field of traditional Hebrew linguistics, in which only BH enjoyed systematic investigation and description.³

This basic attitude was essentially still prevalent during the Haskalah period.⁴ Indeed, the hierarchy was strengthened by the Maskilic aspiration to restore the Jewish people to its so-called ‘natural’ situation, in which it is involved and active in all fields of productive life and culture. The situation of the Jewish people during the era of the Bible had been perceived as such, while rabbinic literature was widely perceived as representing the limited, faulty situation of the Jewish people in exile.⁵ Yet, scholars in this period differ from one another in their specific attitude towards RH and its use for writing in various fields.⁶

The Maskilic attitudes towards this matter have already been treated by many scholars.⁷ In this paper, I would like to examine an aspect which has not been discussed yet: if and how


⁷ See references in the last three footnotes.
the attitudes towards RH are reflected in grammatical descriptions of Hebrew in this period. I will focus on three Hebrew grammars of the time, each of them representative of a different attitude. Though these three works, like the vast majority of Jewish grammatical works of the time, are devoted to BH, the frequency and nature of incidental references to RH in these works, or their absence, will serve as an indicator for our purpose.

2.0. Chayim Keslin

Let us begin with our first author, Chayim Keslin (1749–1832). Before taking a look into his grammar—Maslul be-Diqduq Leshon ha-Qodesh (Berlin, 1788; I used the Vilnius, 1892 edition), which was widely used among the Maskilim as a Hebrew grammar manual, another work of Keslin’s should be mentioned—Be’er Rehovot. This influential work, initially published in the well-known Maskilic journal Ha-Me’asef (3 [1786]: 51–60) and later as an independent pamphlet (Berlin, 1814), was a contribution to contemporary discussions on the appropriate sources and avenues for expanding the Hebrew language. Here Keslin eagerly espouses the free use of RH vocabulary for this purpose, claiming that rabbinic sources represent an indigenous Hebrew, which maintains the original Hebrew traits as reliably as BH. Essentially, Keslin viewed the two linguistic layers as a single uniform

---

8 It was prefaced with a few short articles, entitled Qeri‘at ha-Torah.
9 Cf. Yizhaki (1970, 43–54); Barzilay (1979, 6–9).
11 See especially Keslin (1814, 34–40); see also Yizhaki (1970, 45–47); Barzilay (1979, 7); Zemerion (1981, 433–34); Rabin (1986, 23).
language, which shared most of their respective vocabulary, the differences between them being considered exceptions.\(^\text{12}\)

Considering this stance, it is hardly surprising that his grammatical work, although devoted to BH, contains a large number of references to RH and many comments regarding similarities or, in a few cases, differences between biblical grammar and rabbinic grammar. As will be demonstrated below, for Keslin, such comments are not taken as comparisons between two dialects or layers, but rather as complementary notes, which draw the picture of the Hebrew language as a whole.\(^\text{13}\)

This attitude is reflected in many comments dealing with nouns that occur in the Bible only in singular, with their plural form attested in RH, like יָסָלִים – סֻּלָּם ‘ladder’, יָפִּים – פְּרִי ‘fruit’.\(^\text{14}\) For Keslin, this additional data enables a better acquaintance with ancient Hebrew, as RH completes the information missing in BH with the highest level of reliability. Even when, in one case, he points to a rabbinic plural form, חֵמִישִים ‘fifths’, that differs from its biblical counterpart, i.e., חֵמִישִיתִים,\(^\text{15}\) it seems that he regards both as equal alternatives.\(^\text{16}\)

---

12 See Keslin (1814a, 35–36).
13 He also repeats the main argument of Be’er Reḥovot in a few places in Maslul; cf. Maslul (42a–b, 70a).
14 *Maslul* (77a, 88b). For other comments of this kind, see *Maslul* (71a, 79a–80a, 88a, 89b). For comments in which Keslin learns from RH the singular forms of nouns documented in BH only in the plural, see *Maslul* (85b–86b, 87b).
15 This form was reconstructed by Keslin on the basis of the form חֵמִישִיתִים ‘fifths of it’ (Lev. 5.24).
16 *Maslul* (80a).
Another striking example that clearly reveals his attitude appears in the chapter on ‘compound verbs’, where he discusses peculiar feminine participle forms, like יַלְדָת ‘giving birth’ (Gen. 16.11) and שֹכַנְת ‘dwelling’ (Jer. 51.13). He mentions a former proposal to interpret these forms as a compound of past form and participle, but he prefers another analysis. He suggests that this is a compound of a participle form and a feminine singular personal pronoun: יֹלֵד + אַתְ, שֹכֵן + אַתְ. Indeed, he admits that such compounds are not customary in BH, but, he maintains that this is a possible analysis on the basis of its prevalence in RH, such as the oath formulas מְדַרְנִי (מָ défini + מָ défini), which means ‘I am forbidden by vow (from your property)’. Similarly, in another case he suggests a new analysis of the peculiar form התַּז ‘spring forth’ (Isa. 18.5), which R. David Kimḥi, the authoritative medieval scholar, perceived as derived from the root ז"ח. On the basis of comparison to similar rabbinic forms, like חִיתוּז ‘chop off’ (M. Ḥullin 2.3) and מְנַתְזִין ‘scattering’ (M. Bava Kamma 2.1), Keslin claims that the rabbinic root ז"ח is the root

17 Maslul (45a).
18 Cf., for example, Mikhlol (25a).
19 Sefer ha-Shorashim (819).
of biblical הֵּתַז as well—this despite his awareness of the morphological difficulties raised by the suggestion.20

Keslin’s stance, as we shall see, differs significantly from those reflected by later Maskilic authors.

3.0. Judah Leib Ben-Ze’ev

Our next author is Judah Leib Ben-Ze’ev (1764–1811), who should be considered the greatest Jewish linguist of the Maskilic movement. His work, *Talmud Lashon ʿIvri* (*TLI*; first publication: Breslau, 1796), is the most comprehensive and updated Hebrew grammar that was written in Hebrew of his time. The same could be said of another monumental work by Ben-Ze’ev in this field—ʾOzer ha-Shorashim (*OhS*; first publication: Vienna 1816). Since our focus here is on comparison of grammar books, the following discussion concentrates on *TLI*, but it appears that the same approach is reflected in *OhS* as well, as is demonstrated below.

Despite its very comprehensive and detailed nature, *TLI* includes only sporadic comments comparing biblical to rabbinic phenomena. These comments are very simple comparisons, mostly of lexical rather than grammatical character. For example, in a comment on fractional numerals, Ben-Ze’ev notes that their BH absolute state form is feminine, e.g., שְּלִישִית ‘third’ and רְבִיעַ ‘forth part’, while in RH it is masculine, like לִשְּלִיש and לְרָּבִיע.21 It should be stressed here that lexical comparisons of BH to RH have traditionally been perceived of as more acceptable or natural

---

20 See *Maslul* (49b). One may find further references to RH in *Maslul* (18a, 39b, 41b, 72a, 78a, 90b).

21 *TLI* (§136). For more examples of this kind, cf. *TLI* (§§110, 115, 359).
than grammatical comparisons. Thus, in medieval linguistic writings one finds many more lexical comparisons than grammatical comparisons. Ben-Ze’ev also adheres to this principle, but the perception behind it, discussed here below, is typical of his era.

Ben-Ze’ev’s attitude on this matter is more than once explicitly expressed in the introductions to his OhS. The first time comes in his general introduction to the first two volumes of the dictionary, where he enumerates the principles on which his lexical entries are based. The fifth paragraph in this section presents what, on the first glance, seems to be an attitude similar to Keslin’s. He states that he had made an effort to find words and expressions from the Talmud, which he considered “remnants of the Hebrew language, that accidently did not occur in the Bible, but were orally preserved in national traditions.” But the reservation that immediately follows this statement reveals a completely different point of view. With regard to all these words, Ben-Ze’ev explains, he presents only the root, not the form, since the language of the Talmud does not preserve the grammatical

---

22 Netzer (1983, 51–52, 171–72, 325); Téné (1995, 27). See also Ben-Ḥayyim (1981, 4–5). Ben-Ḥayyim points out the aforementioned distinction between lexical and grammatical comparisons, but his conclusion, namely, that medieval scholars regarded biblical and rabbinic grammar as homogenous, requires re-examination.

23 On some reflections of the priority of biblical grammar over other Hebrew strata in TLI, see Cohen and Goldblum (2018, 390–91).

24 Cf. Barzilay (1979, 10).

25 אָשֵׁר מָצָאָה רְאוּזָאֵית קְרוֹבִים לִלְיָה שֶׁרְחֵי נְשָׁרֵי נִבְּרָיִת הַמַּקוֹם מִפְּרֵי הָיוֹת הַמַּקוֹם מִמְּךָ לַכְּלָה מִצְּרַעְת בְּכָלְּכֵי הִכְדָּר. Page numbers are not given for references to the introductions of OhS, since these chapters are unpaginated.
form of the words.\textsuperscript{26} Essentially, Ben-Ze’ev claims here that RH has some significance, but only as a preserver of ‘remnants’ of BH. RH is important for its lexical material, but from the perspective of grammar, it is full of faults and thus should not be considered a source of pure Hebrew.\textsuperscript{27}

Accordingly, Ben-Ze’ev writes that all entries taken from RH are marked with asterisk, in order to distinguish between the ‘certain’ biblical words and rabbinic words, which are always ‘uncertain’ in terms of faithfulness in representing ‘real’ Hebrew.

Another statement of this kind is found in the introduction to the third volume of \textit{OhS}, which is a German-Hebrew lexicon.\textsuperscript{28} Here he makes a distinction between \textit{צחותָּלשוןָּעברית} literally ‘pure Hebrew’, on the one hand, which appears to denote BH,\textsuperscript{29} and the language of the Talmud and later authors, on the other hand. According to Ben-Ze’ev, only the first type fully represents authentic Hebrew, while the later compilations contain words and expressions that are only “similar” or “close” to Hebrew, as

\textsuperscript{26} יבכל מה שממשאתי למעלות העבריות בתלמוד שמחרתי יכ השרש ולא התמותה, באשאר "לא שמרו דקדוק המלה בלשון התלמוד.

\textsuperscript{27} Another question is, to what extent Ben-Ze’ev succeeded in fulfilling his principles of pure Hebrew in his own writings. One may note, for example, the verb \textit{נדע} ‘occur’ quoted in n. 25 above, which has the characteristically rabbinic \textit{nitpa‘al} pattern.

\textsuperscript{28} It is probably the first lexicon of this kind that was ever published.

\textsuperscript{29} See Barzilay (1979, 10).
well as foreign words.\textsuperscript{30} He stresses that the latter type was included only for the sake of ‘המון ענ’, ‘the masses’, who are open to using any word that has occurred in a Hebrew book, but do not pay much heed to the purity of their language.\textsuperscript{31} But for poets, or people who aspire simply to use pure Hebrew, only שוזה לשון עבירה, i.e., BH, or its ‘remnants’ in rabbinic literature, is appropriate.\textsuperscript{32}

Considering these statements, it is hardly surprising that when Ben-Ze’ev compares elements of BH to those found in RH, most of them are lexical, while grammatical comparisons are very few in \textit{TLI}. Still, there are a few comments regarding grammatical phenomena, such as, for example, his comment on sequences of prepositions, like the common rabbinic compound כביכול ‘seemingly’, which is built of two prepositions and a particle form: יָּּּוָּּל + ב + כ.\textsuperscript{33}

Obviously, the difference between Ben-Ze’ev and Keslin in this respect is not just quantitative: while Keslin, as we have seen, is ready to propose innovative insights regarding biblical phenomena:

\textsuperscript{30} "אומר כי לא בקשת לשון שוזה לשון עבירה לבדה, כי אם נס מלוח רחל ולשנות המותלמוד והמשוא ספר מあってי כריך, המולה והלשנות הודות לשה עבירה שאורובם האלה, נכם של הור י нужны הזה."

\textsuperscript{31} Ben-Ze’ev’s approach on this point was noted by Kutscher (1982, 185).

\textsuperscript{32} One may find a full translation of this paragraph in Barzilay (1979, 10–11).

\textsuperscript{33} \textit{TLI} (§§356–59).
nomena on the basis of RH, Ben-Ze’ev’s comments are of a technical nature only, with no substantial contribution to the understanding of BH.

Ben-Ze’ev, therefore, draws a clear hierarchy between BH and RH: only BH’s vocabulary and grammar are considered pure and ‘real’ Hebrew, appropriate for literary use and poetry. RH, on the other hand, is made up of eclectic vocabulary, of which large parts are not original Hebrew, its morphology is faulty, and it may be used only in vulgar texts. It appears that this is the background of the marginal role of comparisons of BH to RH in TLI and of the superficial nature of the comparisons that are included.

4.0. Chayim Zvi Lerner

This basic attitude, which was espoused by Ben-Ze’ev and other early Maskilim, became more prominent—perhaps even exaggerated—in later generations of the Haskalah movement. An extreme expression of it is found in Chayim Zvi Lerner’s grammatical work. Living in Southern Europe, Lerner (1815–1889) was a Maskil and earned his living as a Hebrew teacher in several institutions. His main work is Moreh ha-Lashon, a popular Hebrew grammar, which appeared in Leipzig in 1859 and in many later editions. The striking fact about this grammar is that RH is not mentioned there at all. It was probably the first Hebrew grammar written by a Jewish author since early Middle Ages that completely ignores RH.

---

34 Eldar (2014, 120, 125).
35 On this work see Chomsky (1967, 188).
RH is not mentioned even when one might expect it to be, such as, for example, in the discussion of the second-person singular independent subject pronoun אַת ‘you’ used for masculine, rather than standard feminine reference. Lerner’s discussion is based on its use in BH, in which it occurs only a few times, while its much more common usage in RH is not mentioned.\textsuperscript{36} Similarly, he presents the relative pronoun -ָּ, which in Late Biblical Hebrew is employed alongside its more common counterpart -ָּ,\textsuperscript{37} but, of course, is more characteristic to RH—an obvious fact that Lerner ignores. At first glance, this might seem the result of a purely professional decision to concentrate solely on BH. But, if one takes into account Lerner’s cultural environment, it seems more likely to stem from intentional omission of RH, reflecting ideological and cultural motives.

The clearest manifestation of the Maskilic ideology of the time is shown in contemporary Maskilic Hebrew literary style. As is well known, the main development of Maskilic Hebrew prose took place in southern Europe in the middle of the nineteenth century. Authors of the time, such as Abraham Mapu, Peretz Smolenskin, and others, ultimately adopted BH, creating a pseudo-biblical style, which they took great pains to cleanse of rabbinic elements.\textsuperscript{38} These endeavours were an expression of the

\textsuperscript{36} Lerner (1898, §37).
\textsuperscript{37} Lerner (1898, §40).
\textsuperscript{38} Kutscher (1982, 186–89); Eldar (2014, 120–24); Kahn (2013; 2018, 159–60). However, these endeavours met with only limited success; see Kahn (2008; 2009, 281–88; 2013; 2018, especially 181–82).
Maskilic preference for BH over other Hebrew layers, which served as an important component of Maskilic ideology.\textsuperscript{39}

Even though we lack explicit evidence, it is logical to conclude that Lerner also endorsed this ideology to some extent, or at least was influenced by the cultural atmosphere in which it prevailed. This plausibly accounts for the fact that RH is completely absent from his grammar.\textsuperscript{40}

5.0. Conclusion

To sum up, we have seen three different ways in which RH is used in Haskalah-period BH grammars: a large number of comparisons and frequent drawing of evidence from RH in Keslin’s \textit{Maslul}; a few comparisons of technical nature in Ben-Ze’ev’s \textit{Talmud Lashon ʿIvri}; and total disregard of RH in Lerner’s \textit{Moreh ha-Lashon}. According to the analysis proposed above, the status of RH in each work reflects the author’s attitude towards cultural and sociolinguistic questions: Keslin’s endorsement of wide use of RH as a main source for expanding the Hebrew language; Ben-Ze’ev’s view of RH as a grammatically faulty language and, accordingly, as a less-preferable source for useful Hebrew vocabu-

\textsuperscript{39} See references above in n. 4.

\textsuperscript{40} Yet, it should be stressed that this is not the situation in all Maskilic grammatical works of the time, as other contemporary authors introduced comparisons to RH in their biblical grammars. Cf., for example, Joshua Steinberg’s \textit{Maʿarkhe Leshon ʿEver} (1891, §§136, 140–41, 152); Moses Reichersohn’s \textit{Ḥelqat ha-Niqud} (1864, 3, 32, 72).
lary; and Lerner’s attitude, which reflects—or at least was affected by—the Maskilic endeavours to introduce a purified biblical Hebrew style.

Our analysis suggests that, although the works in question are scientific books that appear to present an objective linguistic picture, as a matter of fact, they mirror their respective author’s personal cultural viewpoint, and might, to some extent, even serve as a vehicle to promote his ideology.
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